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Supported platforms

Welcome to Vertica Analytics Platform Supported Platforms. This document describes platform support for the various components of Vertica 24.2.x.

In this section

e Vertica server and Management Console
e (lient drivers support

e Vertica SDKs

e FIPS 140-2 supported platforms
® Fon on-premises storage

e Vertica on Amazon Web Services
e Containerized environments

e Virtualized environments

e Hadoop integrations

¢ Apache Kafka integrations

e Apache Spark integrations

® |inuxvolume manager (LVM)

e End-of-support notices

Vertica server and Management Console
Operating systems and versions

OpenText supports the Vertica Analytic Database 24.2.x running on the following 64-bit operating systems and versions on x86_x64 architecture.

In general, OpenText provides support for the Vertica Analytic Database, not its host operating system, hardware, or other environmental elements.
However, OpenText makes an effort to ensure the success of its customers on recent versions of the following popular operating systems for the
x86_64 architecture.

When there are multiple minor versions supported for a major operating system release, OpenText recommends that you run Vertica on the latest
minor version listed in the supported versions list. For example, if you run Vertica on a Red Hat Enterprise Linux 8.x release, OpenText recommends
you upgrade to or be running the latest supported RHEL 8.x release.

Important
Vertica does not support or recommend in-place upgrades from one major version to another major version. For example, you cannot perform in-
place upgrades from RHEL/CentOS 8.x to RHEL/CentOS 9.x.

Platform Processor Supported Known Issues
Versions
Red Hat Enterprise Linux (RHEL) / CentOS x86_64 8.x: all
Important RHEL 9.x: all

For information on how to upgrade your Red Hat
Enterprise Linux version, see Upgrading your
operating system on nodes in your Vertica cluster..

Vertica supports CentOS based on testing and
troubleshooting done on the associated Red Hat
Enterprise Linux version.



Rocky Linux

SUSE Linux Enterprise Server

openSUSE

Oracle Enterprise Linux (Red Hat compatible kernels
only)

Debian Linux

Ubuntu

Amazon Linux

Recommended storage format types

x86_64

x86_64

x86_64

x86_64

x86_64

x86_64

x86_64

8.x: all

12 SP2 and
higher

15.x: all

423
7.x: all

Deprecated
OEL 7.x
support is
deprecated.

8.5,8.9

10.x: with
known issues

14.04 LTS and
higher with
known issues

2023

10.2:

On Vertica 9.3 and higher, you cannot restart the
Management Console using the MC Interface in your
browser. To restart the Management Console, enter one
of the following commands:

e systemctl restart vertica-consoled

16.x/18.x :

On Vertica 9.3 and higher, you cannot restart the
Management Console using the MC Interface in your
browser. To restart the Management Console, enter one
of the following commands:

e systemctl restart vertica-consoled

e /etc/init.d/vertica-consoled restart

Choose the storage format type based on deployment requirements. Vertica recommends the following storage format types where applicable:

® ext3
® extd
e NFS for backup
e XFS

Note

For the Vertica I/0 profile, the ext4 file system is considerably faster than ext3.

Amazon S3 Standard, Azure Blob Storage, or Google Cloud Storage for communal storage and related backup tasks when running in Eon Mode

The storage format type at your backup and temporary directory locations must support fcntl lockf (POSIX) file locking.

You can view the file systems in use on your nodes by querying the system table STORAGE_USAGE .

Vertica users have successfully deployed other file systems, Vertica cannot guarantee or desired outcomes on all storage format types. In certain
support situations, you may be asked to migrate to a recommended storage format type to help with troubleshooting or to fix an issue.



Vertica Analytic Database supports Linux Volume Manager (LVM) on all supported operating systems. Your LVM version must be 2.02.66 or later, and
must include device-mapper version 1.02.48 or later. For information on requirements and restrictions, see the section, Vertica Support for LVM.
Network address family support

Vertica server supports IPv4 and IPv6 network addresses for both internal and external communications. The database cluster uses IPv4 by for
internal communications by default. You can choose to have the cluster use IPv6 for its internal communications when you install Vertica and create
the cluster.

Vertica supports using IPv6 to identify nodes in the database cluster. However, AWS DNS resolution does not support IPv6. To have a cluster in AWS
that uses IPv6, use the IPv6 IP addresses instead of using host names when installing Vertica and forming the cluster.

Currently, Vertica does not support using IPv6 on Google Cloud Platform or Microsoft Azure.

The MC currently does not support IPv6. If your Vertica database uses IPv6 for internal communications, the MC will not be able to connect to or
manage the database. The MC must communicate with the database cluster using its own internal network addresses.
Supported browsers for Management Console
Vertica Analytic Database 24.2.x Management Console is supported on the following web browsers:
e Chrome
e Firefox
e Microsoft Edge
Vertica server and Management Console compatibility

Management Console (MC) 24.2.x is compatible with all supported Vertica server versions.

Client drivers support

Vertica provides JDBC, ODBC, OLE DB, Python, vsqgl, and ADO.NET client drivers. Download the latest drivers from Vertica Client Drivers . Choose from
drivers for the following platforms:

Platform Drivers See also

Linux/UNIX ODBC, JDBC, Python, ADO.NET, vsql Installing the ODBC client driver
Windows ODBC, JDBC, OLE DB, ADO.NET, vsq|l Windows client driver installer
macOS (including M1 and M2 processors) ODBC, JDBC, ADO.NET, vsql Installing the ODBC client driver

To view a list of driver and server version compatibility, see Client driver and server version compatibility .

ADO.NET Driver
The ADO.NET and OLE DB drivers are supported on the following platforms:

Platform Processor Supported Versions .NET Requirements
Microsoft x86 (32- Windows 10 Microsoft .NET Standard 2.0+ or later (Microsoft .NET
Windows bit) Framework 4.6.1+ and .NET Core 3.1+)
Microsoft x64 (64- Windows 10
Windows bit)
Microsoft x64 (64- 2016
Windows Server bit)

2019
Linux x64 (64- For supported distributions, see the

bit) Microsoft documentation .

macOS x64 (64- For supported versions, see the Microsoft

bit) documentation .


https://vertica.com/download/vertica/client-drivers/
https://learn.microsoft.com/en-us/dotnet/core/install/linux
https://learn.microsoft.com/en-us/dotnet/core/install/macos

OLE DB Driver

The ADO.NET and OLE DB drivers are supported on the following platforms:

Platform Processor

Microsoft Windows x86 (32-bit)

Microsoft Windows x64 (64-bit)

Microsoft Windows Server x64 (64-bit)
JDBC driver

Supported Versions .NET Requirements

Windows 10 Microsoft .NET Framework 4.6 or later service packs
Windows 10

2016

2019

All non-FIPS JDBC drivers are supported on any Java 8-compliant platform or later (Java 8 is the minimum).

ODBC driver

Vertica Analytic Database provides both 32-bit and 64-bit ODBC drivers. Vertica 24.2.x ODBC drivers are supported on the following platforms:

Platform
Microsoft Windows
Microsoft Windows

Microsoft Windows Server

Red Hat Enterprise Linux / CentOS
FIPS-compliant Red Hat Enterprise Linux
SUSE Linux Enterprise

openSUSE

Oracle Enterprise Linux

(Red Hat compatible kernel only)

Ubuntu
Amazon Linux
Debian Linux

macOS

vsgl client

Processor

x86 (32-bit)

x64 (64-bit)

x64 (64-bit)

x86_64

x86_64

x86_64

x86_64

x86_64

x86_64

x86_64

x86_64

Supported Versions Driver Manager
Windows 10 Microsoft ODBC MDAC 2.8
Windows 10

2016

2019

8.0 or later iODBC 3.52.6 or later

8.1 or later unixODBC 2.3.0 or later

DataDirect 5.3, 6.1, or later
12 SP2,12 SP3, 12 SP4
42.3

7.3 or later

14.04 LTS, 16.04 LTS, 18.04 LTS, 19.1

8.5,8.9, 10

x86_64, M1, M2 10.15 or later

The Vertica vsql client is included in all client packages. It is not available as a separate download. The vsql client is supported on the following

platforms:

Operating System

Processor Supported Versions



Microsoft Windows x86, x64 Windows 2016, 2019: all variants

Windows 10
Red Hat Enterprise Linux / CentOS x86, x64 8.x: all
FIPS-compliant Red Hat Enterprise Linux x86_64 8.1 or later
SUSE Linux Enterprise x86_64 12: SP2 or later
openSUSE x86, x64 42.3
Oracle Enterprise Linux x86, x64 6.7 or later
(Red Hat compatible kernels only) 7.x: all
Ubuntu x86, x64 14.04 LTS, 16.04 LTS, 18.04 LTS, 19.1
Debian Linux x86, x64 8.5, 8.9
macOS x86, x64, M1, M2 10.15 or later
Amazon Linux x86, x64 2

In this section
® Per| driver requirements

e Python driver requirements

Perl driver requirements

To use Perl with Vertica, you must install the Perl driver modules (DBl and DBD::ODBC) and a Vertica ODBC driver on the machine where Perl is
installed. The following table lists the Perl versions supported with Vertica 24.2.x.

Later versions of Perl (5.10 and above), DBI, and DBD::ODBC might also work.

Perl Version Perl Driver Modules ODBC Requirements
e 58 e DBI driver version 1.609 See Client drivers support .
° 510 e DBD::ODBC version 1.22

Python driver requirements

To use Python with Vertica, you must install either:

e The vertica-python client.
e The pyodbc module.

For details, see Installing Python client drivers .

The following table lists compatible versions of Python, the Python drivers, and ODBC.

Python Version Python Driver Module ODBC Requirements
2.4.6 pyodbc 2.1.6 See Client drivers support.
2.7.X Vertica Python Client (Linux only)

273 pyodbc 3.0.6



3.34 pyodbc 3.0.7

Vertica SDKs

This section details software requirements for running User Defined Extensions (UDxs) developed using the Vertica SDKs.

C++ SDK

The Vertica cluster does not have any special requirements for running UDxs written in C++.

Java SDK

Your Vertica cluster must have a Java runtime installed to run UDxs developed using the Vertica Java SDK. Vertica has tested the following Java
Runtime Environments (JREs) with this version of the Vertica Java SDK:

e Oracle Java Platform Standard Edition 6 (version number 1.6)
e Oracle Java Platform Standard Edition 7 (version number 1.7)
e Oracle Java Platform Standard Edition 8 (version number 1.8)
e Open)DK 6 (version number 1.6)
® Open)DK 7 (version number 1.7)
e Open)DK 8 (version number 1.8)

Python SDK

The Vertica Python SDK does not require any additional configuration or header files.

R language pack

The Vertica R Language Pack provides version 3.5 of the R runtime and associated libraries for interfacing with Vertica. You install the R Language Pack
on the Vertica server.

FIPS 140-2 supported platforms

Vertica uses a certified OpenSSL FIPS 140-2 cryptographic module to meet the security standards set by the National Institute of Standards and
Technology (NIST) for Federal Agencies in the United States or other countries. Vertica links with the version of OpenSSL on the system to perform
cryptographic operations at run time. When operating in FIPS mode, Vertica relies on the operating system's FIPS configuration to ensure a FIPS-
certified version of OpenSSL is present in the environment.

OpenText supports running Vertica in FIPS mode on Red Hat Enterprise Linux versions 9.2 and higher with FIPS-compliant versions of OpenSSL 3.0.
OpenSSL version 1.1.1k is not supported. For information on downloading FIPS-compliant libraries, see the OpenSSL documentation .

FIPS-enabled Vertica requires the following:

e Auser-generated certificate signed by an approved Certificate Authority.
e TLS 1.2 to support the server-client connection for a FIPS-enabled system.

Supported drivers

Vertica supports the following client drivers for FIPS-compliance:

e vsql
e ODBC
e |DBC

Important
FIPS-enablement is not supported in the Management Console.

For more information see Federal information processing standard .

Eon on-premises storage

Vertica supports the following storage platforms for Vertica Eon Mode running on-premises.

Hewlett Packard Enterprises (HPE)
Vertica supports Hewlett Packard Enterprise (HPE) Alletra Storage MP X10000 for databases running in Eon Mode on-premises:

e HPE Alletra Storage MP X10000



https://www.openssl.org/source/
https://www.hpe.com/psnow/doc/a00147566enw

e HPE Data Fabric

Note
Vertica does not support the use of Vertica Management Console or admintools to administer data located on MP X10000 hardware.

Pure Storage FlashBlade

Vertica supports communal storage on Pure Storage FlashBlade version 3.0.0 and later. See Create an Eon Mode database on-premises with
FlashBlade for more information.

Vertica does not support the use of Vertica Management Console or admintools to administer data located on Pure Storage hardware.

For information on configuring Pure Storage, refer to support.purestorage.com .

MinlO

Vertica supports communal storage on MinlO version 2018-12-27T18:33:08Z and later. See Create an Eon Mode database on-premises with MinlO for
more information.

Caution

In Eon Mode, Vertica relies on the communal storage platform to manage data safety and integrity. For production use, always use MinlO in a
distributed mode cluster. This mode provides high availability and data integrity protection. See the Distributed MinlO Quickstart Guide for
instructions on configuring MinlO in distributed mode.

To ensure MinlO consistency guarantees, MinlO must be configured for read-after-write and list-after-write consistency. For details, see the
MinlO documentation .

Vertica does not support the use of Vertica Management Console or admintools to administer data located on MinlO.

See the MinlO website for more information about MinlO.

HDFS

Vertica supports communal storage on HDFS when accessed through WebHDFS. See Create an Eon Mode database on-premises with HDFS for more
information.

For HDFS, Vertica does not support the following:

e The MapR distribution of HDFS, which is accessed through an NFS mount point and not through WebHDFS.
e Using Vertica Management Console or admintools to administer data located on HDFS.

e Cloudera (CDH) versions 5.x in Eon Mode.

e The copycluster vbr backup and restore utility for communal storage on HDFS.

Other validated object storage

The preceding sections detail storage platforms and versions that Vertica engineering tests under specific performance and load thresholds. In
addition to these storage platforms, the Vertica Partner Engineering team validates object storage platforms that meet strict performance
requirements.

For details, see On-Premises .

Vertica on Amazon Web Services

For information about deploying Vertica on Amazon Web Services (AWS), see Vertica on Amazon Web Services .

AWS instance types

Vertica supports a range of AWS instance types to deploy cluster hosts or MC hosts on AWS. See Supported AWS instance types for a complete list of
supported instance types.

Amazon machine images

Vertica provides tested and pre-configured Amazon Machine Images (AMIs) to deploy cluster hosts or MC hosts on AWS. The Vertica AMI allows users
to configure their own storage using the officially supported version of Vertica Analytic Database for AWS.

See Choose a Vertica AMI Operating Systems for a list of operating systems currently available in Vertica AMIs.


https://www.hpe.com/psnow/doc/a50012981enw
https://support.purestorage.com/
https://docs.min.io/docs/distributed-minio-quickstart-guide.html
https://min.io/docs/minio/linux/operations/install-deploy-manage/deploy-minio-multi-node-multi-drive.html
https://min.io/
https://www.vertica.com/product/on-premises/

Consider the following when using the Vertica AMI:

e Vertica develops AMIs on a slightly different schedule than the product release schedule. The AMIs for Vertica releases are available sometime
following the initial release of Vertica software.

e Each Vertica AMI comes pre-configured with default resource limit settings .

e Amazon does not support using 32-bit binaries on Amazon Linux 2.0 AMIs. Therefore, you cannot use the Vertica 32-bit client libraries on these
AMls.

IPv6 support

Vertica supports using IPv6 to identify nodes in the database cluster. However, AWS DNS resolution does not support IPv6. To have a cluster in AWS
that uses IPv6, use the IPv6 IP addresses instead of using host names when installing Vertica and forming the cluster.

Containerized environments

Vertica supports running in any containerized environment that conforms to the performance requirements for vioperf , vnetperf, and vcpuperf .

As Vertica extends our support and deployment in containerized environments including Kubernetes, we cannot test and certify all possible
configurations. However, OpenText makes an effort to ensure the success of its customers on recent versions of supported operating systems for the
x86_64 architecture.

Vertica tests containers running on Docker. When the underlying hardware, OS, and container are configured correctly, the database system performs
well. In some circumstances, there is a minor performance difference for queries made against a cold- or partially-populated depot when accessing
communal storage.

Because your Vertica support contract covers Vertica products only, if you choose to run Vertica on a container configuration and you experience an
issue that might not be caused by Vertica products, the Vertica Support team might ask you to reproduce the issue in a different environment, or
engage with the support resources for your containerization technology.

For guidelines on how to provision and size your Kubernetes resources for Vertica deployments, see Recommendations for Sizing Vertica Nodes and
Clusters in the Vertica Knowledge Base.

Note
If your Kubernetes cluster is in the cloud or on a managed service, each Vertica node must operate in the same availability zone.

VerticaDB operator and Vertica server version support

The VerticaDB operator supports Vertica server versions 11.0.0 and higher.

Container orchestration version support

Component Supported Version
Kubernetes 1.21.1 and higher
Helm 3.5.0 and higher

Communal storage support

Containerized Vertica on Kubernetes supports the following public and private cloud providers:

e Amazon Web Services S3

e S3-compatible storage, such as MinlO
Google Cloud Storage

Azure Blob Storage

Hadoop File Storage

Managed Kubernetes services support

Vertica supports the following managed Kubernetes services:

e Amazon Elastic Kubernetes Service (EKS)
e Google Kubernetes Engine (GKE)
e Azure Kubernetes Service (AKS)

Cluster management platform support


https://www.vertica.com/kb/Recommendations-for-Sizing-Vertica-Nodes-and-Clusters/Content/Hardware/Recommendations-for-Sizing-Vertica-Nodes-and-Clusters.htm

Vertica supports the Vertica DB operator and Vertica on Kubernetes environment on Red Hat OpenShift versions 4.8 and higher.

Virtualized environments

Vertica supports running in any virtualized environment that conforms to the performance requirements for vioperf, vnetperf, and vcpuperf .

Vertica does not support VM Snapshot.

Important

Vertica does not support suspending or migrating virtual machines while Vertica is running. A virtual machine that is suspended or migrated will in all
likelihood be marked as DOWN to the Vertica cluster, reducing the overall performance of the cluster, or in a worst-case scenario, cause the cluster to
crash.

Vertica has tested VMware, and when the underlying hardware is configured correctly, VYMWare performs well. Customers have also deployed other
virtualization configurations successfully. If you choose to run Vertica on a different virtualization configuration and you experience an issue, the
Vertica Support team may ask you to reproduce the issue using a bare-metal environment to aid in troubleshooting. Depending on the details of the
case, the Support team may also ask you to enter a support ticket with your virtualization vendor.

Guidelines for hypervisor and virtual machine configuration

There are many enterprise-grade hypervisors available on the market today, most of which support Linux-based virtual machines (VMs) in support of
Vertica. When selecting and configuring your virtual environment, refer to the following guidelines.

e Do not over-subscribe the physical resources (CPU, memory, and network) of the hosting hardware. Many hypervisors allow you to take advantage
of scaling out solutions by over-subscribing resources, for example, deploying more virtual CPUs than are physically installed in the host hardware.
However, this type of deployment has a negative performance effect on a Vertica cluster.

e Configure the hypervisor to run low-latency, high-performance applications. This means that you should disable power-saving features and CPU
frequency scaling on the hypervisor hardware because these technologies contribute to latency in the applications.

e Choose an operating system for the Vertica VMs that is supported by Vertica and by the hypervisor you are using. For some hypervisors, different
operating systems may perform better than others. Vertica recommends that you investigate the options with your hypervisor vendor.

e Configure attached storage for high 1/0 performance. A virtualized Vertica node requires the same amount of disk I/0 performance as a non-
virtualized one. Vertica recommends that customers use the vioperf utility to validate the actual performance throughput being achieved on each
VM.

e |f you are providing storage using a shared storage device, make sure to validate disk I/0 performance on the cluster as a whole to ensure that the
shared resource(s) do not create a bottleneck. To achieve this validation, run the vioperf utility on all the cluster nodes simultaneously to
determine the maximum disk I/0 performance that can be achieved on each VM during times of heavy I/0 load.

e Memory recommendations for Vertica running in a virtualized environment are no different than running in a non-virtualized environment. Vertica
recommends that you allocate 8 GB of memory per virtual core. Again, do not over-subscribe the memory available in the hypervisor, because this
creates contention for the physical resources, causes negative performance impacts, and possibly crashes the VMs.

e Networking requirements for a virtualized Vertica cluster are the same as for a non-virtualized cluster. Each node in the cluster must be able to
communicate with all the other nodes, and latency in those communications can have a negative effect on cluster performance. When you are
running multiple virtual machines on a single host server, the network communication is very fast. This occurs because the network traffic is
virtualized in the memory space of the hypervisor and never leaves the physical server. However, if the cluster expands beyond a single host, the
physical networking of that host can become a bottleneck for the cluster. If you are deploying in a virtual environment, that environment has a
robust networking infrastructure that can provide the necessary connection speeds between physical hosts. In most cases, there will be multiple
10 GBE networking connections. Use the vnetperf utility to validate actual network performance speeds between nodes in your Vertica cluster.

e When deploying multiple Vertica VMs per physical host, the fewer the better. The goal of virtualization is to consolidate workloads to reduce
overall hardware footprints. However, running multiple Vertica VMs on the same host can place the Vertica cluster in a situation where a single
hardware failure can take down multiple nodes in a cluster, and perhaps even the cluster itself. Vertica recommends that when you virtualize a
Vertica cluster, spread the VMs across as many physical hosts as possible, with an ideal goal of having one Vertica VM per physical host.

e While virtual networking can be very robust, Vertica has found that UDP broadcast traffic that is used in the spread daemon can be unreliable in
most virtual environments, especially when those environments are spread across more than one physical host. In order for Vertica to function
effectively in a virtualized environment, use the --point-to-point flag when you execute the /opt/vertica/sbin/install_vertica script. This flag configures
the spread daemons to communicate directly with one another.

Hadoop integrations

OpenText supports Vertica 24.2.x with the following Hadoop distributions. OpenText expects Vertica to work with subsequent Hadoop distributions,
and tests these later distributions as soon as practical.

Distribution Supported Versions Important Notes



Cloudera Distributed Hadoop (CDH) e 5.11 and higher* You cannot use versions 5.x in Eon Mode.

® 6.X
HortonWorks Data Platform (HDP) e 2.4 and higher*
e 30
Cloudera Data Platform (CDP) ® 7.X

* Vertica is phasing out support for this platform. See End-of-support notices for more information.
You must apply patches for the following issues: HDFS-8855 and HDFS-8696. See your Hadoop vendor documentation for further instructions.

MapR versions 5.2 and later are expected to work. You cannot use MapR in Eon Mode.

Apache Kafka integrations

You can use Vertica with the Apache Kafka message broker. For more information on Kafka integration, refer to Apache Kafka integration .

Kafka versions

Vertica has been tested with different versions of Apache Kafka. The following table lists the Kafka versions that each Vertica version supports:

Apache Kafka Versions Vertica Versions
2.0,2.1,2.2.1,2.4.1 9.3.1 and higher
2.0, 2.1 9.3.0 and higher
1.0,1.1,2.0 9.2.1 and higher
0.11,1.0, 1.1 9.1.1 and higher

Avro schema registry versions

The Vertica integration for Apache Kafka has been tested with the Avro schema registry distributed with Confluent 3.3.1 and 4.0.0. For more
information about Confluent, see the Confluent website .

Java versions

The data streaming job scheduler uses the Vertica JDBC library to connect to the target database, and requires Java 8 or later.

Apache Spark integrations

You can use the Vertica Connector for Apache Spark to transfer data between Vertica and Apache Spark. The following table shows the versions
Apache Spark and Scala the Connector supports as well as the name of the Spark Connector JAR file to use for each combination:

Apache Spark Version Scala Version Spark Connector JAR file

2.0* 2.1 vertica-spark2.0_scala2.11.jar
2.1% 2.1 vertica-spark2.1_scala2.11.jar
2.2 2.11 vertica-spark2.1_scala2.11.jar
2.3 2.11 vertica-spark2.1_scala2.11 jar
2.41 2.11 vertica-spark2.1_scala2.11.jar

2.4.1 2.12 vertica-spark2.4-3.0_scala2.12.jar


https://www.confluent.io/

3.0 2.12 vertica-spark2.4-3.0_scala2.12.jar

* Vertica is phasing out support for this Apache Spark version. See End-of-support notices for more information.

Notes

e A Spark Connector JAR file can support multiple versions of Spark. For example, vertica-spark2.1_scala2.11.jar supports Spark 2.1, 2.2, 2.3, and

2.4.1.
e Vertica recommends you always use the version of the Spark Connector shipped with your version of the Vertica server. When you upgrade your
Vertica server, you should also upgrade your version of the Spark Connector.

For more information on Apache Spark integration, refer to Apache Spark integration .

Linux volume manager (LVM)

Vertica 24.2.x supports Linux Volume Manager (LVM) on all supported operating systems.

LVM version supported

Vertica supports LVM version 2.02.66 or later, and must include device-mapper version 1.02.48 or later.

LVM configuration notes

In configuring LVM:

e When you create logical volumes with the Ivcreate command, use the readahead option to set the read ahead sector count to greater than 2048
KB.
e You can use the default settings for all other LVM options.

LVM restrictions

The following limitations apply to LVM support:

e You cannot have physical drives shared across several nodes.

e Vertica supports linear logical volumes only. Vertica does not support striped or mirrored logical volumes.

e Vertica supports extending logical volumes ( lvextend ), but not reducing the size of a logical volume.

e Vertica recommends frequent backups.

e Vertica does not support LVM backup and restore, such as LVM snapshot and merge. Use the Vertica backup utility, vbr.

e Vertica does not support LVM space reclamation because space reclamation is duplicated when reducing the size of a logical volume.
e Vertica does not support LVM migration. Use Vertica Copy operations.

e Vertica does not support LVM high availability. Use Vertica high availability capabilities.

e Vertica does not support LVM RAID. Configure RAID at the disk controller level.

End-of-support notices

These end-of-support notices apply to specific client, Linux, Hadoop, and Kafka distributions.

End-of-support notices

Vertica no longer supports the following client platforms and server distributions:

e AlX (all releases)

® Amazon Linux 2017.09

e Debian7.6,7.7

e HP-UX (all releases)

® mac0S 10.10

e Red Hat Enterprise Linux/CentOS 6.x
e SUSE 11SP3

e Ubuntu 12.04

New features

This guide briefly describes the new features introduced in the most recent releases of Vertica and provides references to detailed information in the
documentation set.

For known and fixed issues in the most recent release, see the Vertica Release Notes .


https://docs.vertica.com/release-notes/24.2.x/

In this section

e Deprecated and removed functionality
e New and changed in Vertica 24.2

Deprecated and removed functionality

Vertica retires functionality in two phases:

e Deprecated : Vertica announces deprecated features and functionality in a major or minor release. Deprecated features remain in the product
and are functional. Published release documentation announces deprecation on this page. When users access this functionality, it may return

informational messages about its pending removal.

e Removed : Vertica removes a feature in a major or minor release that follows the deprecation announcement. Users can no longer access the
functionality, and this page is updated to verify removal (see History , below). Documentation that describes this functionality is removed, but

remains in previous documentation versions.
Deprecated

The following functionality was deprecated and will be removed in future versions:

Release Functionality Notes
24.2 OAuth2JITClient security parameter. Use OAuth2JITRolesClaimName instead.
24.2 The following Helm chart parameters :

® |ogging.maxFileSize

® |ogging.maxFileAge

® |ogging.filePath

¢ |ogging.maxFileRotation

Removed

History

The following functionality or support has been deprecated or removed as indicated:

Functionality Component
OAuth2JITClient security parameter. Server
The following Helm chart parameters : Kubernetes

® |ogging.maxFileSize
¢ |logging.maxFileAge
® |ogging.filePath

® |ogging.maxFileRotation

The following JDBC and ODBC connection properties: Client drivers

OAuthRefreshToken/oauthrefreshtoken
OAuthClientSecret/oauthclientsecret

e oauthtruststorepath (JDBC only)

e oauthtruststorepassword (JDBC only)

Integration with the Linux logrotate utility Server

vbr utility in Kubernetes pods Kubernetes

Scrutinize in Kubernetes pods Kubernetes

Deprecated
in:

24.2.0

24.2.0

24.1.0

24.1.0

Removed
in:

24.1.0

24.1.0



vibetal VerticaDB custom resource definition API version

serviceAccountNameOverride Helm chart parameter

skipRoleAndRoleBindingCreation Helm chart parameter

spec.communal.kerberosRealm VerticaDB custom resource definition parameter

spec.communal.kerberosServiceName VerticaDB custom resource definition parameter

spec.temporarySubclusterRouting VerticaDB custom resource definition parameter

Vertica Kubernetes (No keys) image

Vertica Kubernetes admintools support

Oracle Enterprise Linux 6.x (Red Hat compatible kernels only)

Oracle Enterprise Linux 7.x (Red Hat compatible kernels only)

Red Hat Enterprise Linux 7.x (RHEL 7) support

The following log search tokenizers:

e v_txtindex.AdvancedLogTokenizer

e v_txtindex.BasicLogTokenizer

e v_txtindex.WhitespaceLogTokenizer

® logWordITokenizerPositionFactory and logWordITokenizerFactory from the
v_txtindex.logSearchLib library

DHParams

OAuth]sonConfig and oauthjsonconfig

Visual Studio 2012, 2013, and 2015 plug-ins and the Microsoft Connectivity Pack

ADO.NET driver support for .NET 3.5

prometheus.createServiceMonitor Helm chart parameter

webhook.caBundle Helm chart parameter

cert-manager for Helm chart TLS configuration

Use webhook.certSource parameter to generate certificates internally or provide custom
certificates. See Helm chart parameters .

The following Kafka user-defined session parameters:

kafka_SSL_CA

kafka_SSL_Certificate
kafka_SSL_PrivateKey_Secret
kafka_SSL_PrivateKeyPassword_secret
kafka_Enable_SSL

Kubernetes

Kubernetes

Kubernetes

Kubernetes

Kubernetes

Kubernetes

Kubernetes

Kubernetes

Supported
platforms

Supported
platforms

Supported
platforms

Server

Server

Client drivers
Client drivers
Client drivers
Kubernetes
Kubernetes
Kubernetes

Kubernetes

Kafka

23.4.0

23.4.0

23.4.0

23.4.0

23.4.0

23.4.0

23.4.0

23.4.0

23.4.0

23.4.0

23.4.0

23.4.0

23.3.0

23.3.0

12.0.4

12.0.3

12.0.3

12.0.3

12.0.2

12.0.2

12.0.3

241.0

241.0

24.1.0

24.1.0

24.1.0
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24.1.0

23.3.0

241.0

23.3.0


https://cert-manager.io/docs/

vsql support for macOS 10.12-10.14

CA bundles

The following parameters for CREATE NOTIFIER and ALTER NOTIFIER :

e TLSMODE
e CABUNDLE
e CERTIFICATE

The TLSMODE PREFER parameter for CONNECT TO VERTICA .

JDBC 4.0 and 4.1 support
Support for Visual Studio 2008 and 2010 plug-ins

Internet Explorer 11 support

ODBC support for macOS 10.12-10.14

The following ODBC / JDBC OAuth parameters:

e OAuthAccessToken/oauthaccesstoken
e OAuthRefreshToken/oauthrefreshtoken
e OAuthClientld/oauthclientid

e OAuthClientSecret/oauthclientsecret

e OAuthTokenUrl/oauthtokenurl

e OAuthDiscoveryUrl/oauthdiscoveryurl
e OAuthScope/oauthscope

hive_partition_cols parameter for PARQUET and ORC parsers

The following ODBC / |DBC OAuth parameters:

e OAuthAccessToken/oauthaccesstoken
e OAuthRefreshToken/oauthrefreshtoken
e OAuthClientld/oauthclientid

e OAuthClientSecret/oauthclientsecret

e OAuthTokenUrl/oauthtokenurl

e OAuthDiscoveryUrl/oauthdiscoveryurl
e OAuthScope/oauthscope

INFER_EXTERNAL_TABLE_DDL function

Admission Controller Webhook image

Admission Controller Helm chart

Shared DATA and DATA, TEMP storage locations
DESIGN_ALL option for EXPORT_CATALOG()
HDFSUseWebHDFS configuration parameter and LibHDFS++

INFER_EXTERNAL_TABLE_DDL (path, table) syntax

Client drivers

Security

Security

Security

Client drivers

Client drivers

Management
Console

Client drivers

Client drivers

Server

Client drivers

Server

Kubernetes

Kubernetes

Server

Server

Server

Server
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AWS library functions:

AWS_GET_CONFIG
AWS_SET_CONFIG
S3EXPORT
S3EXPORT_PARTITION

Vertica Spark connector V1

admintools db_add_subcluster --is-secondary argument
Red Hat Enterprise Linux/CentOS 6.x
STRING_TO_ARRAY(array,delimiter) syntax

Vertica JDBC APl com.vertica.jdbc.kv package
ARRAY_CONTAINS function

Client-server TLS parameters:

e SSl Certificate
e SSlPrivateKey
e SSILCA

e EnableSSL

LDAP authentication parameters:

o tls_key

e tls_cert

e tls_cacert
e tls_reqcert

LDAPLink and LDAPLink dry-run parameters:

e | DAPLIinkTLSCACert
e LDAPLINKTLSCADir
e | DAPLinkStartTLS

e | DAPLinkTLSReqCert

MD5 hashing algorithm for user passwords

Reading structs from ORC files as expanded columns

vbr configuration section [S3] and S3 configuration parameters
flatten_complex_type_nulls parameter to the ORC and Parquet parsers
System table WOS_CONTAINER_STORAGE

skip_strong_schema_match parameter to the Parquet parser
Specifying segmentation on specific nodes

DBD meta-function DESIGNER_SET_ANALYZE_CORRELATIONS_MODE
Meta-function ANALYZE_CORRELATIONS

Eon Mode meta-function BACKGROUND_DEPOT_WARMING

Server
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Reading structs from Parquet files as expanded columns

Eon Mode meta-functions:

e SET_DEPOT_PIN_POLICY
e CLEAR_DEPOT_PIN_POLICY

vbr configuration parameter SnapshotEpochLagFailureThreshold

Array-specific functions:

e array_min

® array_max

e array_sum

® array_avg
DMLTargetDirect configuration parameter
HiveMetadataCacheSizeMB configuration parameter
MoveOutlinterval
MoveOutMaxAgeTime
MoveOutSizePct
Windows 7
DATABASE_PARAMETERS admintools command
Write-optimized store (WOS)
7.2_upgrade vbr task
DropFailedToActivateSubscriptions configuration parameter
--skip-fs-checks
32-bit ODBC Linux and OS X client drivers
Vertica Python client
macOS 10.11
DisableDirectToCommunalStorageWrites configuration parameter
CONNECT_TO_VERTICA meta-function
ReuseDataConnections configuration parameter

Network interfaces (superseded by network addresses )

Database branching
KERBEROS_HDFS_CONFIG_CHECK meta-function

Java 5 support
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Configuration parameters for enabling projections with aggregated data:

e EnableExprsinProjections
e EnableGroupByProjections
e EnableTopKProjections

e EnableUDTProjections

DISABLE_ELASTIC_CLUSTER()

eof_timeout parameter of KafkaSource

Windows Server 2012

Debian 7.6, 7.7

IdolLib function library

SSL certificates that contain weak CA signatures such as MD5
HCatalogConnectorUseLibHDFSPP configuration parameter
S3 UDSource

HCatalog Connector support for WebHCat

partition_key column in system tables STRATA and STRATA_STRUCTURES

Vertica Pulse

Support for SQL Server 2008

SUMMARIZE_MODEL meta-function

RestrictSystemTable parameter

S3EXPORT multipart parameter

EnableStorageBundling configuration parameter

Machine Learning for Predictive Analytics package parameter key_columns for data preparation
functions.

DROP_PARTITION meta-function, superseded by DROP_PARTITIONS

Machine Learning for Predictive Analytics package parameter owner .

Backup and restore --setupconfig command

SET_RECOVER_BY_TABLE meta-function. Do not disable recovery by table.

Column rebalance_projections_status.duration_sec

HDFS Connector

Prejoin projections

Administration Tools option --compat21
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admin_tools -t config_nodes Server 7.2 11.01

Projection buddies with inconsistent sort order Server 7.2 9.0
backup.sh Server 7.2 9.0
restore.sh Server 7.2 9.0
copy_vertica_database.sh Server 7.2
JavaClassPathForUDx configuration parameter Server 7.1
ADD_LOCATION meta-function Server 7.1

bwlimit configuration parameter Server 7.1 9.0
vbr configuration parameters retryCount and retryDelay Server 7.1 11.0
EXECUTION_ENGINE_PROFILE counters: file handles, memory allocated Server 7.0 9.3
EXECUTION_ENGINE_PROFILES counter memory reserved Server 7.0
MERGE_PARTITIONS() meta-function Server 7.0

krb5 client authentication method All clients 7.0

Note

Use the Kerberos gss method for client authentication, instead of krb5.

range-segmentation-clause Server 6.1.1 9.2
scope parameter of meta-function CLEAR_PROFILING Server 6.1
Projection creation type IMPLEMENT_TEMP_DESIGN Server, clients 6.1

New and changed in Vertica 24.2

In this section
e Backup and restore

e (Client connectivity
e (Client drivers

e Configuration

e Containers and Kubernetes
e Data load

e Database management

e Machine learning
e Security and authentication

e Stored procedures

Backup and restore
vbr target namespace creation

For vbr restore and replicate tasks, if the namespace specified in the --target-namespace parameter does not exist in the target database, vbr creates a

namespace with the name specified in --target-namespace and the shard count of the source namespace, and then replicates or restores the objects
to that namespace. See Eon Mode database requirements for details.




Client connectivity
Add and remove subclusters from routing rules

You can now alter a routing rule to add or remove subclusters. For details, see ALTER ROUTING RULE .

Client drivers
OAuth support for ADO.NET

You can now use OAuth to connect to Vertica with ADO.NET.

The ADO.NET driver uses a simplified configuration scheme and takes a single connection property : an access token retrieved by the client from the
identity provider. Other flows like token refresh should be handled externally by the driver.

The JDBC and ODBC drivers will follow a similar configuration scheme in future versions.

For details on OAuth, see OAuth 2.0 authentication .

Configuration
S3

Vertica now supports S3 access through a proxy. See the S3Proxy configuration parameter and the proxy field in S3BucketConfig.

Containers and Kubernetes
AWS Secrets Manager support

The VerticaDB operator can access secrets that you store in Amazon Web Service's AWS Secrets Manager . This lets you maintain a single location for
all sensitive information that you share between AWS and Vertica on Kubernetes.

For details, see Secrets management .

VerticaRestorePointsQuery custom resource definition

Important
Beta Feature — For Test Environments Only

The VerticaRestorePointsQuery custom resource definition (CRD) retrieves restore points from an archive so that you can restore objects or roll back
your database to a previous state. The custom resource (CR) specifies an archive and an optional period of time, and the VerticaDB operator retrieves
restore points saved to the archive.

For details, see VerticaRestorePointsQuery custom resource definition and Custom resource definition parameters .

VerticaDB CRD parameters

The VerticaDB custom resource definition provides the following CRD parameters to revive from a restore point:

e restorePoint.archive
e restorePoint.id
e restorePoint.index

You can use the VerticaRestorePointsQuery custom resource definition to retrieve saved restore points. For details about the CRD parameters, see
Custom resource definition parameters .

VerticaScrutinize custom resource definition

The VerticaScrutinize CRD runs scrutinize to collect diagnostic information about a VerticaDB CR. Vertica support might request you provide this
diagnostic information while resolving support cases.

For details, see VerticaScrutinize custom resource definition .

Namespace-scoped operators

You can use Helm charts to deploy the VerticaDB operator to watch only resources within a namespace. This requires that you set the following Helm
chart parameters during installation:

e controllers.enable

e controllers.scope

For installation instructions, see Installing the VerticaDB operator . For details about each parameter, see Helm chart parameters .



https://aws.amazon.com/secrets-manager/%2522

Node Management Agent (NMA) sidecar

Vertica on Kubernetes runs the Node Management Agent in a sidecar container. The NMA exposes a REST API the VerticaDB operator uses to
administer a cluster.

For details, see Containerized Vertica on Kubernetes .

Support OpenShift restricted-v2 SCC
Vertica on Kubernetes supports the resiricted-v2 SCC for OpenShift. This is the most restrictive SCC available.

For details about the Vertica and OpenShift integration, see Red Hat OpenShift integration .

Namespace-scoped operators

You can use Helm charts to deploy the VerticaDB operator to watch only resources within a namespace. This requires that you set the following Helm
chart parameters during installation:

e controllers.enable
e controllers.scope

For installation instructions, see Installing the VerticaDB operator . For details about each parameter, see Helm chart parameters .

Containerized Kafka Scheduler

Vertica on Kubernetes supports the Kafka scheduler, a mechanism that automatically loads data from Kafka into a Vertica database table. Vertica
packages the scheduler in a Helm chart so you can easily deploy a scheduler into your Kubernetes environment.

For details, see Containerized Kafka Scheduler .

Data load
Automatic load triggers from AWS

Data loaders can process messages from SQS (Simple Queue Service) queues on AWS to load new files that are added to an S3 bucket. You define a
trigger when creating the data loader, and Vertica automatically runs EXECUTE DATA LOADER in response to events in the queue.

Iceberg version 2
CREATE EXTERNAL TABLE ICEBERG supports both version 1 and version 2 of the metadata format.

Database management
HTTPS service

For details on the HTTPS service, see HTTPS service .

View client connections

You can now use the /vi/node/connections endpoint to view the number of client connections to that node.

The following example shows that there are 11 total connections to the node at 127.0.0.1, 2 of which are just starting to initialize:

Drain subclusters
You can now use the /vi/subclusters/ subcluster_name /drain endpoint to drain connections from a subcluster. This functionality was previously limited
to the SHUTDOWN_WITH_DRAIN function. To verify the draining status of your subclusters, query DRAINING_STATUS .

To drain the connections from a subcluster, you can send a POST request with one of the following:

e An empty body
e {"cancel": false}

For example:



To stop draining connections, send a POST request with {"cancel": frue} . For example:

View subscription states
The new /v1/subscriptions endpoint returns information on a node's subscriptions to shards:

® node_name

e shard name : The shard the node is subscribed to

e subscription_state : Subscription status (ACTIVE , PENDING , PASSIVE , or REMOVING )
e is_primary : Whether the subscription is a primary subscription

For example:

Depot and data paths
The following storage locations fields have been added to the /vi/nodes and /vi/nodes/ node _name endpoints:

e data_path : A list of paths used to store USAGE 'DATA, TEMP' data.
e depot_path : The path used to store USAGE 'DEPOT' data.

For example:






Machine learning
Partial least squares (PLS) regression support

Vertica now supports PLS regression models.

Combining aspects of PCA (principal component analysis) and linear regression , the PLS regression algorithm extracts a set of latent components that
explain as much covariance as possible between the predictor and response variables, and then performs a regression that predicts response values
using the ex