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Supported platforms

Welcome to Vertica Analytics Platform Supported Platforms. This document describes platform support for the various components of Vertica 23.3.x.

In this section

e Vertica server and Management Console
e (lient drivers support

e Vertica SDKs

e FIPS 140-2 supported platforms
® Fon on-premises storage

e Vertica on Amazon Web Services
e Containerized environments

e Virtualized environments

e Hadoop integrations

¢ Apache Kafka integrations

e Apache Spark integrations

® |inuxvolume manager (LVM)

e End-of-support notices

Vertica server and Management Console
Operating systems and versions

OpenText supports the Vertica Analytic Database 23.3.x running on the following 64-bit operating systems and versions on x86_x64 architecture.

In general, Micro Focus provides support for the Vertica Analytic Database, not its host operating system, hardware, or other environmental elements.
However, Micro Focus makes an effort to ensure the success of its customers on recent versions of the following popular operating systems for the
x86_64 architecture.

When there are multiple minor versions supported for a major operating system release, OpenText recommends that you run Vertica on the latest
minor version listed in the supported versions list. For example, if you run Vertica on a Red Hat Enterprise Linux 7.x release, OpenText recommends
you upgrade to or be running the latest supported RHEL 7.x release.

Platform Processor Supported Known Issues
Versions



Red Hat Enterprise Linux / CentOS

Important

Vertica does not support or recommend in-place upgrades from one
major version to another major version. For example, you cannot
perform in-place upgrades from RHEL/CentOS 7.x to RHEL/CentOS 8.x.

For information on how to upgrade to Red Hat Enterprise Linux 7, see
Upgrading your operating system on nodes in your Vertica cluster . For

information on changes to the operating system for Red Hat Enterprise
Linux 7, see the Red Hat Enterprise Linux 7 documentation .

Vertica support for CentOS is based on testing done on Red Hat
Enterprise Linux. Vertica continues to support CentOS, but testing and
troubleshooting will be performed with the associated RedHat version.

SUSE Linux Enterprise Server

openSUSE

Oracle Enterprise Linux (Red Hat compatible kernels only)

Debian Linux

Ubuntu

Recommended storage format types

x86_64

x86_64

x86_64

x86_64

x86_64

x86_64

7.x: all with
known issues

8.x: all with
known issues

Important
6.x is no

longer
supported

12 SP2 and
higher

15.x: all

42.3

6.x: all

7.x: all

8.5,8.9

10.x: with
known issues

14.04 LTS
and higher
with known
issues

8.x:

There are some circumstances
where you cannot create a cluster
from Management Console due to
an issue with the private key file.

To create R extensions, manually
install the libgfortran4 package.
Download the applicable package
from the CentOS Linux and Stream

releases page .

10.2:

On Vertica 9.3 and higher, you
cannot restart the Management
Console using the MC Interface in
your browser. To restart the
Management Console, enter one of
the following commands:

e systemctl restart vertica-consoled

16.x/18.x :

On Vertica 9.3 and higher, you
cannot restart the Management
Console using the MC Interface in
your browser. To restart the
Management Console, enter one of
the following commands:

e systemctl restart vertica-consoled
e /etc/init.d/vertica-consoled restart

Choose the storage format type based on deployment requirements. Vertica recommends the following storage format types where applicable:

e ext3
o ext4


https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/7/
http://mirror.centos.org/centos/7/os/x86_64/Packages/

e NFS for backup
e XFS
e Amazon S3 Standard, Azure Blob Storage, or Google Cloud Storage for communal storage and related backup tasks when running in Eon Mode

Note
For the Vertica I/0 profile, the ext4 file system is considerably faster than ext3.

The storage format type at your backup and temporary directory locations must support fcntl lockf (POSIX) file locking.
You can view the file systems in use on your nodes by querying the system table STORAGE_USAGE .

Vertica users have successfully deployed other file systems, Vertica cannot guarantee or desired outcomes on all storage format types. In certain
support situations, you may be asked to migrate to a recommended storage format type to help with troubleshooting or to fix an issue.

Vertica Analytic Database supports Linux Volume Manager (LVM) on all supported operating systems. Your LVM version must be 2.02.66 or later, and
must include device-mapper version 1.02.48 or later. For information on requirements and restrictions, see the section, Vertica Support for LVM.

Network address family support

Vertica server supports IPv4 and IPv6 network addresses for both internal and external communications. The database cluster uses IPv4 by for
internal communications by default. You can choose to have the cluster use IPv6 for its internal communications when you install Vertica and create
the cluster.

Vertica supports using IPv6 to identify nodes in the database cluster. However, AWS DNS resolution does not support IPv6. To have a cluster in AWS
that uses IPv6, use the IPv6 IP addresses instead of using host names when installing Vertica and forming the cluster.

Currently, Vertica does not support using IPv6 on Google Cloud Platform or Microsoft Azure.

The MC currently does not support IPv6. If your Vertica database uses IPv6 for internal communications, the MC will not be able to connect to or
manage the database. The MC must communicate with the database cluster using its own internal network addresses.
Supported browsers for Management Console
Vertica Analytic Database 23.3.x Management Console is supported on the following web browsers:
e Chrome
e Firefox
e Microsoft Edge
Vertica server and Management Console compatibility

Management Console (MC) 23.3.x is compatible with all supported Vertica server versions.

Client drivers support

Vertica provides JDBC, ODBC, OLE DB, Python, vsql, and ADO.NET client drivers. Download the latest drivers from Vertica Client Drivers . Choose from
drivers for the following platforms:

Platform Drivers See also

Linux/UNIX ODBC, JDBC, Python, ADO.NET, vsql Installing the ODBC client driver
Windows ODBC, JDBC, OLE DB, ADO.NET, vsql Windows client driver installer
macOS (including M1 and M2 processors) ODBC, JDBC, ADO.NET, vsql Installing the ODBC client driver

To view a list of driver and server version compatibility, see Client driver and server version compatibility .

ADO.NET Driver
The ADO.NET and OLE DB drivers are supported on the following platforms:

Platform Processor Supported Versions .NET Requirements


https://vertica.com/download/vertica/client-drivers/

Microsoft x86 (32- Windows 10

Windows bit)

Microsoft x64 (64- Windows 10

Windows bit)

Microsoft x64 (64- 2016

Windows Server bit)

2019

Linux x64 (64- For supported distributions, see the
bit) Microsoft documentation .

macOS x64 (64- For supported versions, see the Microsoft
bit) documentation .

OLE DB Driver

The ADO.NET and OLE DB drivers are supported on the following platforms:

Platform Processor Supported Versions
Microsoft Windows x86 (32-bit) Windows 10
Microsoft Windows x64 (64-bit) Windows 10
Microsoft Windows Server x64 (64-bit) 2016

2019

JDBC driver

Microsoft .NET Standard 2.0+ or later (Microsoft .NET
Framework 4.6.1+ and .NET Core 3.1+)

.NET Requirements

Microsoft .NET Framework 4.6 or later service packs

All non-FIPS JDBC drivers are supported on any Java 5-compliant platform or later (Java 5 is the minimum).

ODBC driver

Vertica Analytic Database provides both 32-bit and 64-bit ODBC drivers. Vertica 23.3.x ODBC drivers are supported on the following platforms:

Platform

Microsoft Windows

Microsoft Windows

Microsoft Windows Server

Red Hat Enterprise Linux / CentOS
FIPS-compliant Red Hat Enterprise Linux
SUSE Linux Enterprise

openSUSE

Oracle Enterprise Linux

(Red Hat compatible kernel only)

Processor Supported Versions Driver Manager
x86 (32-bit) Windows 10 Microsoft ODBC MDAC 2.8
x64 (64-bit) Windows 10
x64 (64-bit) 2016

2019
x86_64 7.0, 7.3 or later iODBC 3.52.6 or later
x86_64 8.1 or later unixODBC 2.3.0 or later

DataDirect 5.3, 6.1, or later

x86_64 12 SP2,12 SP3, 12 SP4
x86_64 423
x86_64 7.3 or later


https://learn.microsoft.com/en-us/dotnet/core/install/linux
https://learn.microsoft.com/en-us/dotnet/core/install/macos

Ubuntu x86_64 14.04 LTS, 16.04 LTS, 18.04 LTS, 19.1

Amazon Linux x86_64 2

Debian Linux x86_64 8.5,8.9 10

macOS x86_64, M1, M2 10.15 or later
vsql client

The Vertica vsql client is included in all client packages. It is not available as a separate download. The vsql client is supported on the following
platforms:

Operating System Processor Supported Versions
Microsoft Windows x86, x64 Windows 2016, 2019
Windows 10
Red Hat Enterprise Linux / CentOS x86, x64 7.x: all
8.x: all
FIPS-compliant Red Hat Enterprise Linux x86_64 8.1 or later
SUSE Linux Enterprise x86_64 12: SP2 or later
openSUSE x86, x64 42.3
Oracle Enterprise Linux x86, x64 6.7 or later
(Red Hat compatible kernels only) 7.x: all
Ubuntu x86, x64 14.04 LTS, 16.04 LTS, 18.04 LTS, 19.1
Debian Linux x86, x64 8.5,8.9
macOS x86, x64, M1, M2 10.15 or later
Amazon Linux x86, x64 2

In this section
e Perl| driver requirements
e Python driver requirements

Perl driver requirements

To use Perl with Vertica, you must install the Perl driver modules (DBl and DBD::ODBC) and a Vertica ODBC driver on the machine where Perl is
installed. The following table lists the Perl versions supported with Vertica 23.3.x.

Later versions of Perl (5.10 and above), DBI, and DBD::ODBC might also work.

Perl Version Perl Driver Modules ODBC Requirements
e 58 e DBI driver version 1.609 See Client drivers support .
® 510 e DBD::ODBC version 1.22

Python driver requirements



To use Python with Vertica, you must install either:

e The vertica-python client.
e The pyodbc module.

For details, see Installing Python client drivers .

The following table lists compatible versions of Python, the Python drivers, and ODBC.

Python Version Python Driver Module ODBC Requirements
2.4.6 pyodbc 2.1.6 See Client drivers support.
2.7.x Vertica Python Client (Linux only)

2.7.3 pyodbc 3.0.6

334 pyodbc 3.0.7

Vertica SDKs

This section details software requirements for running User Defined Extensions (UDxs) developed using the Vertica SDKs.

C++SDK

The Vertica cluster does not have any special requirements for running UDxs written in C++.

Java SDK

Your Vertica cluster must have a Java runtime installed to run UDxs developed using the Vertica Java SDK. Vertica has tested the following Java
Runtime Environments (JREs) with this version of the Vertica Java SDK:

e Oracle Java Platform Standard Edition 6 (version number 1.6)
e Oracle Java Platform Standard Edition 7 (version number 1.7)
e Oracle Java Platform Standard Edition 8 (version number 1.8)
e Open)DK 6 (version number 1.6)
e Open)DK 7 (version number 1.7)
e Open)DK 8 (version number 1.8)

Python SDK

The Vertica Python SDK does not require any additional configuration or header files.

R language pack

The Vertica R Language Pack provides version 3.5 of the R runtime and associated libraries for interfacing with Vertica. You install the R Language Pack
on the Vertica server.

FIPS 140-2 supported platforms

Vertica uses a certified OpenSSL FIPS 140-2 cryptographic module to meet the security standards set by the National Institute of Standards and
Technology (NIST) for Federal Agencies in the United States or other countries. Vertica links with the version of OpenSSL on the system to perform
cryptographic operations at run time. When operating in FIPS mode, Vertica relies on the operating system's FIPS configuration to ensure a FIPS-
certified version of OpenSSL is present in the environment.

Vertica has been tested in FIPS mode using OpenSSL 1.1.1k on the following operating systems:

e Red Hat Enterprise Linux 8.5
e SUSE Linux Enterprise Server 15

Vertica supports FIPS mode on FIPS-compliant operating system versions that are equal to or higher than the tested version. For example, Vertica
supports only FIPS-compliant versions of Red Hat Enterprise Linux 8.5 and higher. Vertica does not support FIPS mode with 7.x versions of Red Hat
Enterprise Linux or CentOS.

FIPS-enabled Vertica requires the following:

e Auser-generated certificate signed by an approved Certificate Authority.



e TLS 1.2 to support the server-client connection for a FIPS-enabled system.

Supported drivers

Vertica supports the following client drivers for FIPS-compliance:

e vsql
e ODBC
e |DBC

Important
FIPS-enablement is not supported in the Management Console.

For more information see Federal information processing standard .

Eon on-premises storage

Vertica supports the following storage platforms for Vertica Eon Mode running on-premises.

Pure Storage FlashBlade

Vertica supports communal storage on Pure Storage FlashBlade version 3.0.0 and later. See Create an Eon Mode database on-premises with
FlashBlade for more information.

Vertica does not support the use of Vertica Management Console or admintools to administer data located on Pure Storage hardware.

For information on configuring Pure Storage, refer to support.purestorage.com .

MinlO

Vertica supports communal storage on MinlO version 2018-12-27T18:33:08Z and later. See Create an Eon Mode database on-premises with MinlO for
more information.

Caution

In Eon Mode, Vertica relies on the communal storage platform to manage data safety and integrity. For production use, always use MinlO in a
distributed mode cluster. This mode provides high availability and data integrity protection. See the Distributed MinlO Quickstart Guide for
instructions on configuring MinlO in distributed mode.

To ensure MinlO consistency guarantees, MinlO must be configured for read-after-write and list-after-write consistency. For details, see the
MinlO documentation .

Vertica does not support the use of Vertica Management Console or admintools to administer data located on MinlO.

See the MinlO website for more information about MinlO.

HDFS

Vertica supports communal storage on HDFS when accessed through WebHDFS. See Create an Eon Mode database on-premises with HDFS for more
information.

For HDFS, Vertica does not support the following:

e The MapR distribution of HDFS, which is accessed through an NFS mount point and not through WebHDFS.
e Using Vertica Management Console or admintools to administer data located on HDFS.

Cloudera (CDH) versions 5.x in Eon Mode.

e The copycluster vbr backup and restore utility for communal storage on HDFS.

Other validated object storage

The preceding sections detail storage platforms and versions that Vertica engineering tests under specific performance and load thresholds. In
addition to these storage platforms, the Vertica Partner Engineering team validates object storage platforms that meet strict performance
requirements.

For details, see On-Premises .

Vertica on Amazon Web Services


https://support.purestorage.com/
https://docs.min.io/docs/distributed-minio-quickstart-guide.html
https://min.io/docs/minio/linux/operations/install-deploy-manage/deploy-minio-multi-node-multi-drive.html
https://min.io/
https://www.vertica.com/product/on-premises/

For information about deploying Vertica on Amazon Web Services (AWS), see Vertica on Amazon Web Services .

AWS instance types

Vertica supports a range of AWS instance types to deploy cluster hosts or MC hosts on AWS. See Supported AWS instance types for a complete list of
supported instance types.

Amazon machine images

Vertica provides tested and pre-configured Amazon Machine Images (AMIs) to deploy cluster hosts or MC hosts on AWS. The Vertica AMI allows users
to configure their own storage using the officially supported version of Vertica Analytic Database for AWS.

See Choose a Vertica AMI Operating Systems for a list of operating systems currently available in Vertica AMIs.
Consider the following when using the Vertica AMI:

e Vertica develops AMIs on a slightly different schedule than the product release schedule. The AMIs for Vertica releases are available sometime
following the initial release of Vertica software.

e Each Vertica AMI comes pre-configured with default resource limit settings .

e Amazon does not support using 32-bit binaries on Amazon Linux 2.0 AMIs. Therefore, you cannot use the Vertica 32-bit client libraries on these
AMls.

IPv6 support

Vertica supports using IPv6 to identify nodes in the database cluster. However, AWS DNS resolution does not support IPv6. To have a cluster in AWS
that uses IPv6, use the IPv6 IP addresses instead of using host names when installing Vertica and forming the cluster.

Containerized environments
Vertica supports running in any containerized environment that conforms to the performance requirements for vioperf , vnetperf, and vcpuperf .
As Vertica extends our support and deployment in containerized environments including Kubernetes, we cannot test and certify all possible

configurations. However, OpenText makes an effort to ensure the success of its customers on recent versions of supported operating systems for the
x86_64 architecture.

Vertica tests containers running on Docker. When the underlying hardware, OS, and container are configured correctly, the database system performs
well. In some circumstances, there is a minor performance difference for queries made against a cold- or partially-populated depot when accessing
communal storage.

Because your Vertica support contract covers Vertica products only, if you choose to run Vertica on a container configuration and you experience an
issue that might not be caused by Vertica products, the Vertica Support team might ask you to reproduce the issue in a different environment, or
engage with the support resources for your containerization technology.

For guidelines on how to provision and size your Kubernetes resources for Vertica deployments, see Recommendations for Sizing Vertica Nodes and
Clusters in the Vertica Knowledge Base.

Note
If your Kubernetes cluster is in the cloud or on a managed service, each Vertica node must operate in the same availability zone.

VerticaDB operator and Vertica server version support

The VerticaDB operator supports Vertica server versions 11.0.0 and higher.

Container orchestration version support

Component Supported Version
Kubernetes 1.21.1 and higher
Helm 3.5.0 and higher

Communal storage support

Containerized Vertica on Kubernetes supports the following public and private cloud providers:

e Amazon Web Services S3
e S3-compatible storage, such as MinlO


https://www.vertica.com/kb/Recommendations-for-Sizing-Vertica-Nodes-and-Clusters/Content/Hardware/Recommendations-for-Sizing-Vertica-Nodes-and-Clusters.htm

e Google Cloud Storage
e Azure Blob Storage
e Hadoop File Storage
Managed Kubernetes services support

Vertica supports the following managed Kubernetes services:

e Amazon Elastic Kubernetes Service (EKS)
e Google Kubernetes Engine (GKE)
e Azure Kubernetes Service (AKS)

Cluster management platform support

Vertica supports the Vertica DB operator and Vertica on Kubernetes environment on Red Hat OpenShift versions 4.8 and higher.

Virtualized environments

Vertica supports running in any virtualized environment that conforms to the performance requirements for vioperf, vnetperf, and vcpuperf.

Vertica does not support VM Snapshot.

Important

Vertica does not support suspending or migrating virtual machines while Vertica is running. A virtual machine that is suspended or migrated will in all
likelihood be marked as DOWN to the Vertica cluster, reducing the overall performance of the cluster, or in a worst-case scenario, cause the cluster to
crash.

Vertica has tested VMware, and when the underlying hardware is configured correctly, VMWare performs well. Customers have also deployed other
virtualization configurations successfully. If you choose to run Vertica on a different virtualization configuration and you experience an issue, the
Vertica Support team may ask you to reproduce the issue using a bare-metal environment to aid in troubleshooting. Depending on the details of the
case, the Support team may also ask you to enter a support ticket with your virtualization vendor.

Guidelines for hypervisor and virtual machine configuration

There are many enterprise-grade hypervisors available on the market today, most of which support Linux-based virtual machines (VMs) in support of
Vertica. When selecting and configuring your virtual environment, refer to the following guidelines.

e Do not over-subscribe the physical resources (CPU, memory, and network) of the hosting hardware. Many hypervisors allow you to take advantage
of scaling out solutions by over-subscribing resources, for example, deploying more virtual CPUs than are physically installed in the host hardware.
However, this type of deployment has a negative performance effect on a Vertica cluster.

e Configure the hypervisor to run low-latency, high-performance applications. This means that you should disable power-saving features and CPU
frequency scaling on the hypervisor hardware because these technologies contribute to latency in the applications.

e Choose an operating system for the Vertica VMs that is supported by Vertica and by the hypervisor you are using. For some hypervisors, different
operating systems may perform better than others. Vertica recommends that you investigate the options with your hypervisor vendor.

e Configure attached storage for high I/0 performance. A virtualized Vertica node requires the same amount of disk I/O performance as a non-
virtualized one. Vertica recommends that customers use the vioperf utility to validate the actual performance throughput being achieved on each
VM.

e |f you are providing storage using a shared storage device, make sure to validate disk I/0 performance on the cluster as a whole to ensure that the
shared resource(s) do not create a bottleneck. To achieve this validation, run the vioperf utility on all the cluster nodes simultaneously to
determine the maximum disk I/0 performance that can be achieved on each VM during times of heavy I/0 load.

e Memory recommendations for Vertica running in a virtualized environment are no different than running in a non-virtualized environment. Vertica
recommends that you allocate 8 GB of memory per virtual core. Again, do not over-subscribe the memory available in the hypervisor, because this
creates contention for the physical resources, causes negative performance impacts, and possibly crashes the VMs.

e Networking requirements for a virtualized Vertica cluster are the same as for a non-virtualized cluster. Each node in the cluster must be able to
communicate with all the other nodes, and latency in those communications can have a negative effect on cluster performance. When you are
running multiple virtual machines on a single host server, the network communication is very fast. This occurs because the network traffic is
virtualized in the memory space of the hypervisor and never leaves the physical server. However, if the cluster expands beyond a single host, the
physical networking of that host can become a bottleneck for the cluster. If you are deploying in a virtual environment, that environment has a
robust networking infrastructure that can provide the necessary connection speeds between physical hosts. In most cases, there will be multiple
10 GBE networking connections. Use the vnetperf utility to validate actual network performance speeds between nodes in your Vertica cluster.

e When deploying multiple Vertica VMs per physical host, the fewer the better. The goal of virtualization is to consolidate workloads to reduce
overall hardware footprints. However, running multiple Vertica VMs on the same host can place the Vertica cluster in a situation where a single
hardware failure can take down multiple nodes in a cluster, and perhaps even the cluster itself. Vertica recommends that when you virtualize a
Vertica cluster, spread the VMs across as many physical hosts as possible, with an ideal goal of having one Vertica VM per physical host.



e While virtual networking can be very robust, Vertica has found that UDP broadcast traffic that is used in the spread daemon can be unreliable in
most virtual environments, especially when those environments are spread across more than one physical host. In order for Vertica to function
effectively in a virtualized environment, use the --point-to-point flag when you execute the /opt/vertica/sbin/install_vertica script. This flag configures
the spread daemons to communicate directly with one another.

Hadoop integrations

OpenText supports Vertica 23.3.x with the following Hadoop distributions. OpenText expects Vertica to work with subsequent Hadoop distributions,
and tests these later distributions as soon as practical.

Distribution Supported Versions Important Notes

Cloudera Distributed Hadoop (CDH) e 5.11 and higher* You cannot use versions 5.x in Eon Mode.
® 6.X

HortonWorks Data Platform (HDP) e 2.4 and higher*
e 30

Cloudera Data Platform (CDP) e 7.X

* Vertica is phasing out support for this platform. See End-of-support notices for more information.
You must apply patches for the following issues: HDFS-8855 and HDFS-8696. See your Hadoop vendor documentation for further instructions.

MapR versions 5.2 and later are expected to work. You cannot use MapR in Eon Mode.

Apache Kafka integrations

You can use Vertica with the Apache Kafka message broker. For more information on Kafka integration, refer to Apache Kafka integration .

Kafka versions

Vertica has been tested with different versions of Apache Kafka. The following table lists the Kafka versions that each Vertica version supports:

Apache Kafka Versions Vertica Versions
2.0,2.1,2.2.1,2.4.1 9.3.1 and higher
2.0, 2.1 9.3.0 and higher
1.0,1.1,2.0 9.2.1 and higher
0.11,1.0, 1.1 9.1.1 and higher

Avro schema registry versions

The Vertica integration for Apache Kafka has been tested with the Avro schema registry distributed with Confluent 3.3.1 and 4.0.0. For more
information about Confluent, see the Confluent website .

Java versions

The data streaming job scheduler uses the Vertica JDBC library to connect to the target database, and requires Java 8 or later.

Apache Spark integrations

You can use the Vertica Connector for Apache Spark to transfer data between Vertica and Apache Spark. The following table shows the versions
Apache Spark and Scala the Connector supports as well as the name of the Spark Connector JAR file to use for each combination:

Apache Spark Version Scala Version Spark Connector JAR file


https://www.confluent.io/

2.0* 2.1 vertica-spark2.0_scala2.11.jar

2.1% 2.11 vertica-spark2.1_scala2.11.jar
2.2 2.11 vertica-spark2.1_scala2.11.jar
2.3 2.11 vertica-spark2.1_scala2.11 jar
2.4.1 2.11 vertica-spark2.1_scala2.11.jar
2.41 212 vertica-spark2.4-3.0_scala2.12.jar
3.0 212 vertica-spark2.4-3.0_scala2.12.jar

* Vertica is phasing out support for this Apache Spark version. See End-of-support notices for more information.

Notes

e A Spark Connector JAR file can support multiple versions of Spark. For example, vertica-spark2.1_scala2.11.jar supports Spark 2.1, 2.2, 2.3, and
2.4.1.

e Vertica recommends you always use the version of the Spark Connector shipped with your version of the Vertica server. When you upgrade your
Vertica server, you should also upgrade your version of the Spark Connector.

For more information on Apache Spark integration, refer to Apache Spark integration .

Linux volume manager (LVM)

Vertica 23.3.x supports Linux Volume Manager (LVM) on all supported operating systems.

LVM version supported

Vertica supports LVM version 2.02.66 or later, and must include device-mapper version 1.02.48 or later.

LVM configuration notes

In configuring LVM:

e When you create logical volumes with the Ivcreate command, use the readahead option to set the read ahead sector count to greater than 2048

KB.
® You can use the default settings for all other LVM options.

LVM restrictions
The following limitations apply to LVM support:

® You cannot have physical drives shared across several nodes.

e Vertica supports linear logical volumes only. Vertica does not support striped or mirrored logical volumes.

e Vertica supports extending logical volumes ( lvextend ), but not reducing the size of a logical volume.

e Vertica recommends frequent backups.

e Vertica does not support LVM backup and restore, such as LVM snapshot and merge. Use the Vertica backup utility, vbr.

e Vertica does not support LVM space reclamation because space reclamation is duplicated when reducing the size of a logical volume.
e Vertica does not support LVM migration. Use Vertica Copy operations.

e Vertica does not support LVM high availability. Use Vertica high availability capabilities.

e Vertica does not support LVM RAID. Configure RAID at the disk controller level.

End-of-support notices
These end-of-support notices apply to specific client, Linux, Hadoop, and Kafka distributions.

End-of-support notices

Vertica no longer supports the following client platforms and server distributions:

e AlX (all releases)
e Amazon Linux 2017.09
® Debian7.6,7.7



HP-UX (all releases)

e mac0S 10.10

Red Hat Enterprise Linux/CentOS 6.x
SUSE 11SP3

Ubuntu 12.04

New features

This guide briefly describes the new features introduced in the most recent releases of Vertica and provides references to detailed information in the
documentation set.

For known and fixed issues in the most recent release, see the Vertica Release Notes .

In this section

e Deprecated and removed functionality
* New and changed in Vertica 23.3

Deprecated and removed functionality

Vertica retires functionality in two phases:

e Deprecated : Vertica announces deprecated features and functionality in a major or minor release. Deprecated features remain in the product
and are functional. Published release documentation announces deprecation on this page. When users access this functionality, it may return
informational messages about its pending removal.

e Removed : Vertica removes a feature in a major or minor release that follows the deprecation announcement. Users can no longer access the
functionality, and this page is updated to verify removal (see History , below). Documentation that describes this functionality is removed, but
remains in previous documentation versions.

Deprecated

No deprecated functionality in this release.

The following functionality was deprecated and will be removed in future versions:

Release Functionality Notes
23.3.0 OAuthjsonConfig The functionality provided by OAuthJsonConfig will superseded by future parameters.
23.3.0 DHParams

Removed

The following functionality was removed:

Release Functionality Notes
23.3.0 Visual Studio 2012, 2013, and 2015 Removed in favor of cross-platform support for the ADO.NET driver. Downloads for these
plug-ins and the Microsoft Connectivity components are still available on the Client Driver downloads page for 12.0.x and lower.
Pack
23.3.0 cert manager for Helm chart TLS Vertica on Kubernetes has native support for TLS certificate management through the
configuration webhook.certSource Helm chart parameter .
History

The following functionality or support has been deprecated or removed as indicated:

Functionality Component Deprecated Removed
in: in:
DHParams Server 23.3.0

OAuthJsonConfig and oauthjsonconfig Client drivers 23.3.0



https://docs.vertica.com/release-notes/23.3.x/
https://www.vertica.com/download/vertica/client-drivers/

Visual Studio 2012, 2013, and 2015 plug-ins and the Microsoft Connectivity Pack
ADO.NET driver support for .NET 3.5

prometheus.createServiceMonitor Helm chart parameter

cert-manager for Helm chart TLS configuration

Use webhook.certSource parameter to generate certificates internally or provide custom
certificates. See Helm chart parameters .

vsql support for macOS 10.12-10.14
CA bundles

The following parameters for CREATE NOTIFIER and ALTER NOTIFIER :

e TLSMODE
e CABUNDLE
o CERTIFICATE

The TLSMODE PREFER parameter for CONNECT TO VERTICA.
JDBC 4.0 and 4.1 support
Support for Visual Studio 2008 and 2010 plug-ins

Internet Explorer 11 support

ODBC support for macOS 10.12-10.14

The following ODBC / JDBC OAuth parameters:

e OAuthAccessToken/oauthaccesstoken
e OAuthRefreshToken/oauthrefreshtoken
e OAuthClientld/oauthclientid

e OAuthClientSecret/oauthclientsecret

e OAuthTokenUrl/oauthtokenurl

e OAuthDiscoveryUrl/oauthdiscoveryurl
e OAuthScope/oauthscope

hive_partition_cols parameter for PARQUET and ORC parsers

The following ODBC / JDBC OAuth parameters:

e OAuthAccessToken/oauthaccesstoken
e OAuthRefreshToken/oauthrefreshtoken
e OAuthClientld/oauthclientid

e OAuthClientSecret/oauthclientsecret

e OAuthTokenUrl/oauthtokenurl

e OAuthDiscoveryUrl/oauthdiscoveryurl
e OAuthScope/oauthscope

INFER_EXTERNAL_TABLE_DDL function

Admission Controller Webhook image

Client drivers

Client drivers

Kubernetes

Kubernetes

Kubernetes

Client drivers

Security

Security

Security

Client drivers

Client drivers

Management
Console

Client drivers

Client drivers

Server

Client drivers

Server

Kubernetes

12.0.4

12.0.3

12.0.3

12.0.2

12.0.2

12.0.2

12.0.2

12.0.2

12.0.2

12.0.2

12.0

12.0

12.0

11.1.1

11.0.1

23.3.0

23.3.0

12.0.3

12.0.3

12.0.1

12.0

11.0.2


https://cert-manager.io/docs/

Admission Controller Helm chart

Shared DATA and DATA, TEMP storage locations
DESIGN_ALL option for EXPORT_CATALOG()
HDFSUseWebHDFS configuration parameter and LibHDFS++
INFER_EXTERNAL_TABLE_DDL (path, table) syntax

AWS library functions:

AWS_GET_CONFIG
AWS_SET_CONFIG
S3EXPORT
S3EXPORT_PARTITION

Vertica Spark connector V1

admintools db_add_subcluster --is-secondary argument
Red Hat Enterprise Linux/CentOS 6.x
STRING_TO_ARRAY(array,delimiter) syntax

Vertica JDBC API com.vertica.jdbc.kv package
ARRAY_CONTAINS function

Client-server TLS parameters:

e SS| Certificate
SSLPrivateKey
SSLCA
EnableSSL

LDAP authentication parameters:

o tls_key

e tls_cert

e tls_cacert
e tls_reqcert

LDAPLink and LDAPLink dry-run parameters:

e | DAPLIinkTLSCACert
e | DAPLIinkTLSCADir
e | DAPLinkStartTLS

e LDAPLInkTLSReqCert

MD?5 hashing algorithm for user passwords

Reading structs from ORC files as expanded columns

vbr configuration section [S3] and S3 configuration parameters
flatten_complex_type_nulls parameter to the ORC and Parquet parsers

System table WOS_CONTAINER_STORAGE

Kubernetes

Server

Server

Server

Server

Server

Client

Server

Server

Server

Client Drivers

Server

Server

Server

Server

Server

Server

Server

11.0.1

11.0.1

10.1.1

10.1.1

10.1

10.1

10.1

10.1

10.1

10.1

10.1

10.0.1

11.11

12.0

11.0

11.0.2



skip_strong_schema_match parameter to the Parquet parser Server 10.0.1 10.1

Specifying segmentation on specific nodes Server 10.0.1

DBD meta-function DESIGNER_SET_ANALYZE_CORRELATIONS_MODE Server 10.0.1 11.0.1
Meta-function ANALYZE_CORRELATIONS Server 10.0

Eon Mode meta-function BACKGROUND_DEPOT_WARMING Server 10.0

Reading structs from Parquet files as expanded columns Server 10.0 10.1
Eon Mode meta-functions: Server 10.0 10.1

e SET_DEPOT_PIN_POLICY
e CLEAR_DEPOT_PIN_POLICY

vbr configuration parameter SnapshotEpochLagFailureThreshold Server 10.0

Array-specific functions: Server 10.0 10.1

® array_min
® array_max
® array_sum

e array_avg
DMLTargetDirect configuration parameter Server 10.0
HiveMetadataCacheSizeMB configuration parameter Server 10.0 10.1
MoveOutinterval Server 10.0
MoveOutMaxAgeTime Server 10.0
MoveOutSizePct Server 10.0
Windows 7 Client Drivers 9.3.1
DATABASE_PARAMETERS admintools command Server 9.3.1
Write-optimized store (WOS) Server 9.3 10.0
7.2_upgrade vbr task Server 9.3
DropFailedToActivateSubscriptions configuration parameter Server 9.3 10.0
--skip-fs-checks Server 9.2.1
32-bit ODBC Linux and OS X client drivers Client 9.2.1 9.3
Vertica Python client Client 9.2.1 10.0
macOS 10.11 Client 9.2.1
DisableDirectToCommunalStorageWrites configuration parameter Server 9.2.1
CONNECT_TO_VERTICA meta-function Server 9.2.1 9.3

ReuseDataConnections configuration parameter Server 9.2.1 9.3



Network interfaces (superseded by network addresses )
Database branching

KERBEROS_HDFS_CONFIG_CHECK meta-function

Java 5 support

Configuration parameters for enabling projections with aggregated data:

e EnableExprsinProjections
e EnableGroupByProjections
e EnableTopKProjections

e EnableUDTProjections

DISABLE_ELASTIC_CLUSTER()

eof timeout parameter of KafkaSource

Windows Server 2012

Debian 7.6, 7.7

IdolLib function library

SSL certificates that contain weak CA signatures such as MD5
HCatalogConnectorUseLibHDFSPP configuration parameter
S3 UDSource

HCatalog Connector support for WebHCat

partition_key column in system tables STRATA and STRATA_STRUCTURES

Vertica Pulse

Support for SQL Server 2008
SUMMARIZE_MODEL meta-function
RestrictSystemTable parameter

S3EXPORT multipart parameter
EnableStorageBundling configuration parameter

Machine Learning for Predictive Analytics package parameter key_columns for data preparation
functions.

DROP_PARTITION meta-function, superseded by DROP_PARTITIONS

Machine Learning for Predictive Analytics package parameter owner .

Backup and restore --setupconfig command

SET_RECOVER_BY_TABLE meta-function. Do not disable recovery by table.

Column rebalance_projections_status.duration_sec
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HDFS Connector

Prejoin projections

Administration Tools option --compat21

admin_tools -t config_nodes

Projection buddies with inconsistent sort order
backup.sh

restore.sh

copy_vertica_database.sh

JavaClassPathForUDx configuration parameter
ADD_LOCATION meta-function

bwlimit configuration parameter

vbr configuration parameters retryCount and retryDelay
EXECUTION_ENGINE_PROFILE counters: file handles, memory allocated
EXECUTION_ENGINE_PROFILES counter memory reserved
MERGE_PARTITIONS() meta-function

krb5 client authentication method

Note

Use the Kerberos gss method for client authentication, instead of krb5.

range-segmentation-clause
scope parameter of meta-function CLEAR_PROFILING

Projection creation type IMPLEMENT_TEMP_DESIGN

New and changed in Vertica 23.3

In this section
e (lient connectivity
e Client drivers
e Complex types
e Containers and Kubernetes
e Data export and replication
e Database management
e Fon mode
® File exporters
® | oading data
e Machine learning
e Management Console

® Projections
e Security and Authentication
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e SQL functions and statements

e Stored procedures
e Users and privileges

Client connectivity
Workload routing

Workload routing lets you create rules for routing client connections to particular subclusters based on their workloads.
The primary advantages of this type of load balancing is as follows:

e Database administrators can associate certain subclusters with certain workloads (as opposed to client IP addresses).
e Clients do not need to know anything about the subcluster they will be routed to, only the type of workload they have.
e Database administrators can change workload routing policies at any time, and these changes are transparent to all clients.

For details, see Workload routing .

Client drivers

ODBC: Improved row error reporting

When loading data with a COPY or prepared statement for an INSERT , SQLGetDiagRec() now returns the diagnostic information for the first 50
failures. Previously, SQLGetDiagRec() only returned the diagnostic information for the first failure.

For details, see Tracking load status (ODBC) .

ADO.NET: Linux and macOS support

The ADO.NET driver is now available on NuGet.org for all platforms: Windows, Linux, and macOS. To use it, you must first install .NET Core 3.1+ (.NET
6.0 recommended).

Cross-platform support for this driver also brings the following changes for the ADO.NET client driver 23.3.0 and above:

e |ogging is now configured with Vertica.Data.dll.config , rather than with HKEY_LOCAL_MACHINE\SOFTWARE\Vertica\ADO.NET\Driver in the
Windows registry. Existing configurations in HKEY_LOCAL_MACHINE\SOFTWARE\Vertica\ADO.NET\Driver are automatically migrated to
Vertica.Data.dll.config . For details, see Log properties .

e To use the driver, you can now reference it in your project, rather than registering it in .NET Core. For details, see Installing the ADO.NET client

driver .
e Kerberos is currently only supported on Windows.

For installation and usage details, see Installing the ADO.NET client driver .

Complex types
DEFAULT and SET USING

Columns of scalar types in tables that also contain columns of complex types can now use the DEFAULT and SET USING options. See CREATE TABLE
and ALTER TABLE .

Columns of complex types are still restricted from using these options.

Parquet loose schema matching

The PARQUET parser do_soft_schema_maich_by_name option now supports complex types.

Joins for EXPLODE and UNNEST

You can use the output of EXPLODE and UNNEST as if it were a relation in a query. In addition to CROSS JOIN, you can now use LEFT JOIN to include
NULL results, as in the following example:



https://learn.microsoft.com/en-us/sql/odbc/reference/syntax/sqlgetdiagrec-function?view=sql-server-ver16
https://www.nuget.org/packages/Vertica.Data

=> ALTER SESSION SET UDPARAMETER FOR ComplexTypesLib skip_partitioning = true;

=> SELECT student, MIN(score), AVG(score) FROM tests
LEFT JOIN LATERAL EXPLODE(scores) AS t (pos, score)
GROUP BY student;

student | MIN | AVG

s s
+ +

Bob | 78| 83

Lee | |

Pat | |

Sam | 85]93.3333333333333
Tom | 68| 79

(5 rows)

The LATERAL keyword is required with LEFT JOIN. It is optional for CROSS JOIN.

Containers and Kubernetes
HTTP service configuration

The hitpServerMode custom resource definition parameter controls whether the Vertica server starts its HTTP server.

For details, see Custom resource definition parameters .

Custom HTTP port

The subclusters]i].httpNodePort custom resource definition parameter lets you set a custom port for external HTTPS connections when
subclusters]i].serviceType is set to NodePort .

For details, see Custom resource definition parameters .

Prometheus server metrics
Vertica on Kubernetes now exposes server metrics with the HTTPS service. After you configure the HTTPS service to accept client requests, you can
export time series metrics for data reporting and visualization.

For details, see the following:

® Prometheus integration
® Prometheus metrics
e HTTPS service

Data export and replication

Server-based replication

Server-based replication copies data from one Eon Mode database to another. Data is copied directly from the source database's communal storage
location to the target database's communal storage location. Unlike vbr -based replication, server-based replication supports replication across
platforms and between databases with different node counts.

Usually, you use server-based replication to keep a table or schema in the target database up to date with a corresponding table or schema in the
source database. Replication automatically determines what has changed in the source database and only transfers those changes to the target
database. For more information, see Server-based replication .

Database management
Node Management Agent

You can now manage your Vertica database with the Node Management Agent (NMA). The NMA provides a REST API for administrating your nodes,
which can be easier to integrate with and use in cases where you cannot use ssh to connect to a Vertica node.

The current iteration of the NMA is suitable for basic and general cluster management tasks. Future versions will add endpoints and utilities to
support more complex workflows.

For details, see Node Management Agent .

HTTPS service

You can now manage your Vertica database with the HTTPS service. The HTTPS service provides a REST API for managing your database and accessing
server, cluster, and host metrics in Prometheus exposition format.



The HTTPS service requires that you configure mutual mode TLS (mTLS) . For details, see HTTPS service .

Eon mode
Add additional subclusters to sandboxes

You can now add and remove additional secondary subclusters to existing sandboxes. For details, see Adding subclusters to existing sandboxes and
Removing a sandbox's secondary subclusters .

File exporters

EXPORT TO statements can overwrite or append to directories

If the target directory for export exists, you can use the ifDirExists parameter to EXPORT TO PARQUET , EXPORT TO ORC, EXPORT TO JSON, and
EXPORT TO DELIMITED to overwrite or append new files to the existing directory.

Loading data
Iceberg schema evolution

Vertica can now read Apache Iceberg tables that have undergone the following types of schema evolution:

e Changed column types
e Added or dropped columns
e Added or dropped struct fields

See CREATE EXTERNAL TABLE ICEBERG .

Machine learning
Expanded PMML support

Vertica now supports additional PMML tags and attributes, including the FieldRef and LocalTransformations tags. For a list of all supported PMML
model types, tags, sub-tags, and attributes, see PMML features and attributes .

Complex type support for imported TensorFlow models

The PREDICT_TENSORFLOW_SCALAR function makes predictions with imported TensorFlow models that have complex type input and output
columns. This function accepts and outputs a single ROW , where each field in the ROW contains a 1D ARRAY tensor. For details, see the function
reference page and TensorFlow integration and directory structure .

To use this function with an imported TensorFlow model, you must use a column-type argument of 1 when calling the freeze_tf2_model.py script. For
more information, see tf_model_desc.json overview .

Management Console
User authentication with Keycloak

The Management Console (MC) integrates with Keycloak to authenticate user accounts. The MC provides the following authentication options to
integrate with your corporate identity management workflows:

e |ocal: User account information is stored and managed within the MC.
e Federated: Authenticate MC user accounts with information that is stored in a federated LDAP or LDAPS server.
e |dentity Provider (IDP): Authenticate MC user accounts with information that is managed by an IDP.

For details, see Users, roles, and privileges in MC .

Projections

Improved partitioned projections refresh performance

In previous releases, new and updated projections were not available to queries before they were completely refreshed with all table data. This
delayed availability of projections to process query requests. Now, when you refresh the projections of a partitioned table—for example, a new
projection of a table with existing data—the refresh operation first loads data from the partition with the highest range of keys. After refreshing this
partition, Vertica begins to refresh the partition with next highest partition range. This process continues until all projection partitions are refreshed.
In the meantime, while the refresh operation is in progress, projection partitions that have completed the refresh process become available to
process query requests.


https://dmg.org/pmml/v4-4-1/Transformations.html#xsdElement_FieldRef
http://dmg.org/pmml/v4-3/Transformations.html#xsdElement_LocalTransformations
https://www.keycloak.org/

Security and Authentication
Single sign-on (SSO) for ODBC OAuth

The Vertica ODBC driver can now automatically open your web browser and direct you to Keycloak's authentication endpoint to sign in with SSO. This
method of authenticating with the identity provider is an alternative to manually retrieving the OAuthAccessToken from the various endpoints.

This functionality is currently limited to Keycloak. For details, see Retrieving an access token .

Simplified control channel Spread TLS

Vertica nodes use the control channel to communicate. You can secure this communication channel with TLS by enabling EncryptSpreadComm . You
can now also set EncryptSpreadComm when you create the database. Previously, you could only set this parameter on a running database with ALTER
DATABASE .

For details, see Control channel Spread TLS .

SQL functions and statements

SET SESSION AUTHORIZATION for current session

The SET SESSION AUTHORIZATION statement changes the current and session user for the current SQL session. Changing the session is helpful for
testing and debugging purposes.

For details, see SET SESSION AUTHORIZATION .

Stored procedures
Nested stored procedures

You can now call stored procedures and execute meta-functions from inside other stored procedures. For details, see Nested stored procedures .

Transaction semantics

Stored procedures now only automatically commit after successful execution of the entire stored procedure, including any nested stored procedures .
You can also manually commit with PERFORM COMMIT . For details, see Transaction semantics .

Previously, stored procedures committed the transaction before executing, and each embedded SQL statement executed in its own autocommitted
transaction.

Session semantics

Stored procedures now support session semantics. All session-based changes made in a stored procedure persist after execution.

Users and privileges

Inherited privileges for models

Machine learning models can now inherit the privileges of its parent schema . Inherited privileges can be enabled at the model level and materialized
into explicit grants with ALTER MODEL .

This feature can be disabled with DisablelnheritedPrivileges , which disables privilege inheritance at the database level.

Getting started

Welcome to Getting Started. This guide walks you through the process of configuring a Vertica Analytics Platform database and running typical
queries.

For short tutorial on how to install Vertica, create a database, and load data, see the Quickstart guide .

In this section

e Using this guide

e Quickstart guide

e Vertica community edition (CE)

e Vertica interfaces

e |ntroducing the VMart example database

e |nstalling and connecting to the VMart example database

® Querying data

e Backing up and restoring the database

e Using Database Designer to create a comprehensive design
e Restoring the status of your host




e Appendix: VMart example database schema, tables, and scripts

Using this guide

This guide shows how to set up a Vertica database and run simple queries that perform common database tasks.

Who should use this guide?

This guide targets anyone who wants to learn how to create and run a Vertica database. This guide requires no special knowledge at this point,
although a rudimentary knowledge of basic SQL commands is useful when you begin to run queries.

For short tutorial on how to install Vertica, create a database, and load data, see the Quickstart guide .

What you need

The examples in this guide require one of the following:

e Vertica installed on one host or a cluster of hosts. Vertica recommends a minimum of three hosts in the cluster.
e \ertica installed on a virtual machine (VM).

For further instructions about installation, see Installing Vertica .

Accessing your database

You access your database with an SSH client or the terminal utility in your Linux console, such as vsql. Throughout this guide, you use the following
user interfaces:

e Linux command line (shell) interface
e Administration Tools

e vsql client interface

e Management Console

Quickstart guide

This section contains a short guide to setting up an installation environment for Vertica, loading data, and using various client drivers.

Examples in the documentation use $ to denote a terminal prompt and => to denote a vsqgl prompt.

OOOWE®

Preparing Installing Creating Loading Monitoring Connecting
the Installation Vertica the Database  Sample Data  the Database Clients
Environment and Users

In this section
e Preparing the installation environment

e |nstalling Vertica

e (Creating a database and users
e | oading sample data

® Monitoring the database

e Connecting clients

Preparing the installation environment

Before installing Vertica, you must configure your environment.
To run Vertica Enterprise on-premises, follow the numbered instructions below.

To run the Vertica in a Virtual Machine instead, see Vertica community edition (CE) .

1. Copy the installation file to your home directory. The example shows an rpm file for CentOS/RHEL, but you may have a deb file for Debian.

$ scp vertica-10.1.0.x86_64.RHEL6.rpm /~

2. Identify the IP address of the current node.



$ ipconfig -a

If the ipconfig command is not found in your path, you can try running it directly using the paths /sbin/ipconfig or /usr/sbin/ipconfig . If neither of
those work, use the ip command:
$ipa

Note
The previous commands can return multiple addresses. For example, if your system is configured to use both IPv4 and IPv6 addressing, the
commands will list two addresses, one for each address family. In this case, you must determine which address you want to use.

3. Ensure your packages are up to date. Run the command based on your distribution.
On CentOS and RedHat:
$ sudo yum update -y

On openSUSE:
$ sudo zypper up

On Debian and Ubuntu:
$ sudo apt-get update && sudo apt-get upgrade

4. Set swappiness to 0 (recommended).
$ sudo systemctl vm.swappiness=0

5. Verify that SELinux is running in permissive mode or is disabled.
$ sudo setenforce 0

6. Disable the system firewall.
$ sudo systemctl mask firewalld
$ sudo systemctl disable firewalld
$ sudo systemctl stop firewalld

7. Install Vertica .

Installing Vertica

1. To install from the binary, run the command based on your distribution.
On CentOS, RedHat, and openSUSE:
$ sudo rpm -Uvh vertica-10.1.0.x86_64.RHEL6.rpm

On Debian and Ubuntu:
$ sudo dpkg -i vertica-10.1.0.x86_64.deb

2. Run the installation script. The following command specifies the localhost, the rpm, a database admin, and home directory.
$ sudo /opt/vertica/sbin/install_vertica -s localhost -r vertica-10.1.0.x86_64.RHEL6.rpm
-u dbadmin -g dbadmin -d /home/dbadmin -p vertica -L -Y

3. Switch to the newly created dbadmin user.
$ su dbadmin

4. Run admintools and accept the EULA and operating license.
$ admintools

5. Creating a database and users .

Creating a database and users

The admintools utility included in the installation provides a number of administrative functions. The following steps show how to create a database
and users with this utility.

1. View the status of your cluster. It should return an empty table.
$ admintools -t view_cluster



DB | Host | State
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2. Create a database called "vdb" in the home directory with the password "vertica". This command also sets the plaintext password "vertica" for
both the database and dbadmin.
$ admintools -t create_db --data_path=/home/dbadmin --catalog_path=/home/dbadmin --database=vdb --password=vertica --hosts=localhost

3. Runvsqgl and enter "vertica" at the password prompt.
$ vsql

4. Create a user named "Mike" with the password "inventor."
=> CREATE USER Mike IDENTIFIED BY 'inventor';

5. Grant the USAGE permission on the public schema.
=> GRANT USAGE ON SCHEMA PUBLIC TO Mike;

6. Load sample data .

Loading sample data

Vertica offers several solutions for loading files with structured and unstructred data, and from several formats.

Creating a sample data file

Create a sample CSV file called cities.csv with the following contents and save it to /home/dbadmin/cities.csv.

City,State,Zip,Population
Boston,MA,02108,694583
Chicago,IL,60601,2705994
Seattle,WA,98101,744955
Dallas,TX,75201,1345047
New York,NY,10001,8398748

Loading structured data from a file

1. Runvsql.
$ vsql

2. Create the cities table.
=> CREATE TABLE cities (
city varchar(20),
state  char(2),
zip int,
population int

);

3. Use the COPY statement to load the data from the cities.csv file. The following command logs exceptions and rejections in the home directory.
=> COPY cities FROM LOCAL 'home/dbadmin/cities.csv' DELIMITER '," NULL " EXCEPTIONS '/home/dbadmin/cities_exceptions.log'
REJECTED DATA '/home/dbadmin/cities_rejections.log';

4. Review the rejections log for what data was excluded. Here, the header was excluded.
$ cat /nhome/dbadmin/cities_rejections.log

City,State,Zip,Population

5. Review the exceptions for details on the error. In this case, the header failed Vertica's integer data type verification.
$ cat /home/dbadmin/cities_exceptions.log

COPY: Input record 1 has been rejected (Invalid integer format 'Zip' for column 3 (zip)).
Please see /home/dbadmin/cities_rejections.log, record 1 for the rejected record. This record was record 1 from cities.csv

6. To fix this, add SKIP 1 to the original COPY statement. This excludes the first row.
=> COPY cities FROM LOCAL '"home/dbadmin/cities.csv' DELIMITER, 'NULL'
EXCEPTIONS '/home/dbadmin/cities_exceptions.log'

REJECTED DATA '/home/dbadmin/cities_rejections.log' SKIP 1;



Loading unstructured data with flex tables

To load data from another source, Vertica uses Flex tables. Flex tables simplify data loading by allowing you to load unstructured or "semi-structured"
data without having to create a schema or column definitions.

Supported formats include:

® Avro Data
e CEF

e CSV

e Delimited
e |SON

1. Create a table called cities_flex. Notice how it does not include column names or data types.
=> CREATE FLEXIBLE TABLE cities_flex();

2. Load the CSV file into the table.
=> COPY cities_flex FROM '/source/cities.csv' PARSER FDELIMITEDPARSER (delimiter=",");

3. Query the cities_flex table, specifying the column names from the original CSV file.
=> SELECT city, state FROM cities_flex;

Monitoring the database

This page includes a collection of general-purpose SQL statements useful for monitoring your database.

Check disk space
Check disk space used by tables.

=> SELECT projection_schema, anchor_table_name, to_char(sum(used_bytes)/1024/1024/1024,'999,999.99")
as disk_space_used_gb FROM

projection_storage

GROUP by projection_schema, anchor_table_name ORDER by

disk_space_used_gb desc limit 50;

Check total disk space used.

=> SELECT to_char(sum(used_bytes)/1024/1024/1024,'999,999.99') AS gb FROM projection_storage;

Check the amount of free disk space.

=> SELECT to_char(sum(disk_space_free_mb)/1024,'999,999,999') AS
disk_space_free_gb, to_char(sum(disk_space_used_mb)/1024,'999,999,999") AS
disk_space_used_gb FROM disk_storage;

Adjust data types
Change the Zip and Population columns from VARCHAR to INT.

=> UPDATE cities_flex_keys set data_type_guess='"int' WHERE key_name="Zip';
=> UPDATE cities_flex_keys set data_type_guess='int' WHERE key_name='Population’;
=> COMMIT;

Refresh the cities_flex_view with the new data types
=> SELECT build_flextable_view('cities_flex');

Materialize the flex table

Materialize the flex table and all columns into a persistent Vertica table.
=> CREATE TABLE cities AS SELECT * from cities_flex_view;

View user and role information

View user information.

=> SELECT user_name, is_super_user, resource_pool, memory_cap_kb, temp_space_cap_kb, run_time_cap FROM users;

Identify users.



=> SELECT * FROM user_sessions;

View queries by user.

=> SELECT * FROM query_profiles WHERE user_name ILIKE '%dbadmin%";
View roles.

=> SELECT * FROM roles;

View database information

View resource pool assignments.

=> SELECT user_name, resource_pool FROM users;

View table information.

=> SELECT table_name, is_flextable, is_temp_table, is_system_table, count(*) FROM tables GROUP by 1,2,3,4;

View projection information.

=> SELECT is_segmented, is_aggregate_projection, has_statistics, is_super_projection, count(*) FROM projections GROUP by 1,2,3,4,5;
View update information.

=> SELECT substr(query, 0, instr(query, ")+1) count(*) FROM (SELECT transaction_id, statement_id, upper(query::varchar(30000)) as query FROM
query_profiles
WHERE regexp_like(query,\s*update\s','i')) sq GROUP BY 1 ORDER BY 1;

View active events.

=> SELECT * FROM active_events WHERE event_problem_description NOT ILIKE '%state to UP";

View backups.

=> SELECT * FROM database_backups;

View disk storage.

=> SELECT node_name, storage_path, storage_usage, storage_status, disk_space_free_percent FROM disk_storage;
View long-running queries

=> SELECT query_duration_us/1000000/60 AS query_duration_mins, table_name, user_name, processed_row_count AS rows_processed,
substr(query,0,70) FROM query_profiles
ORDER BY query_duration_us DESCLIMIT 250;

View sizes and counts of Read Optimized Store (ROS) containers.

=> SELECT node_name, projection_name, sum(ros_count), sum(ros_used_bytes) FROM projection_storage GROUP BY 1,2 HAVING sum(ros_count) >= 50
ORDER BY 3 DESC LIMIT 250;

View license information

View license consumption.

=> SELECT GET_COMPLIANCE_STATUS();

View how the database complies with your license.

=> SELECT AUDIT(");

Audit the database to check if it complies with raw storage allowance of your license.

=> SELECT AUDIT_LICENSE_SIZE;

Compare storage size of database the database and your license.



=> SELECT /*+(license_utilization)*/

audit_start_timestamp,

database_size_bytes / (1024"3) AS database_size_gb,

license_size_bytes / (102473) AS license_size_gb, usage_percent

FROM v_catalog.license_audits ORDER BYaudit_start_timestamp DESC LIMIT 30;

Connecting clients

Vertica supports several third-party clients. A list of Vertica client drivers can be found here .

Connecting to DbVisualizer

Download the DbVisualizer client application .

Create a database. Database Menu -> Create Database Connection.
Specify a name for the connection.

In the "Driver (JDBC)" field, specify Vertica.

In the "Database Server" field, specify an IP address.

In the "Database Port" field, specify a port number.

In the "Database Name" field, specify a database name.

In the "Database Userid" field, specify a username.

In the "Database Password" field, specify a password.

Use the "ping" function to test the connection.
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Connecting to tableau

Download Tableau .

Open Tableau Desktop.

Select Server Connection.

Select Vertica as the server type.
Set the Server IP.

Set the Port to "vdb".

Sign into the database.
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Vertica community edition (CE)

The Vertica Community Edition (CE) is a free, limited license that Vertica provides users so that they can get a hands-on introduction to the platform. It
allows you to deploy up to three nodes using a maximum of 1TB of data.

As part of the CE license, you agree to the collection of some anonymous, non-identifying usage data. This data lets Vertica understand how customers
use the product, and helps guide the development of new features. None of your personal data is collected. For details on what is collected, see the
Community Edition End User License Agreement .

Vertica provides two options to use the Community Edition:

e CE container image. Container images require a container engine such as Docker Desktop. For installation details, see the official Docker
documentation .
e Vertica Community Edition Virtual Machine (Vertica CE VM), which is available for download on the Vertica website .
CE container image
The CE image is a single-node, lightweight alternative to the Vertica CE VM. Vertica provides two options to get the CE container image:

e Pull the image from the Vertica DockerHub registry .
e Build a custom CE image using the one-node-ce GitHub repository . This requires the free CE trial RPM .

The CE container environment includes the following:

e VMart example database
e admintools

e vsql

e Developer libraries

Important
Use the Vertica CE container image with the following limitations:

e There is a two-day verification period before CE licenses are issued.
e CE images expire after 1 year.


https://www.vertica.com/download/vertica/client-drivers/
https://www.dbvis.com/
https://www.tableau.com
https://www.vertica.com/end-user-license-agreement-ce-version/
https://www.docker.com/get-started
https://www.vertica.com/download/vertica/community-edition/
https://hub.docker.com/r/vertica/vertica-ce
https://github.com/vertica/vertica-containers/tree/main/one-node-ce
https://www.vertica.com/try/

For more information about Vertica licensing, see Managing licenses .

Vertica CE VM

The Vertica CE VM is a preconfigured Linux environment that includes:

e Vertica Community Edition with the VMart example database
e Management Console

admintools

e vsql

e Atutorial that guides you through a series of common tasks

Note
The Vertica CE VM is not supported for production use.

For a preview of the tutorial included in the Vertica CE VM, see the Vertica CE VM User Guide .

To download and install the Vertica CE VM, follow the instructions in the Vertica CE VM Installation Guide .

Vertica interfaces
Vertica provides tools to perform administrative tasks quickly and easily:
e Management Console (MC) provides a unified view of your Vertica cluster through a browser connection.

e Administration Tools provides a simple graphical user interface for you to perform certain tasks such as starting and stopping a database, running
Database Designer, and more.

The following sections provide detailed information about both tools.

Management Console

Management Console (MC) is the Vertica in-browser monitoring and management tool. Its graphical user interface provides a unified view of your
Vertica database operations. Through user-friendly, step-by-step screens, you can create, configure, manage, and monitor your Vertica databases and
their associated clusters. You can use MC to operate your Vertica database in Eon Mode or in Enterprise Mode. You can use MC to provision and
deploy a Vertica Eon Mode database.

For detailed instructions, see Management Console .

Administration tools

If possible, always run the Administration Tools using the database administrator account (dbadmin) on the administration host.

When you run Administration Tools, the Main Menu dialog box appears with a dark blue background and a title on top. The screen captures used in
this documentation set are cropped down to the dialog box itself, as shown in the following screenshot.

Confaguration Menu
Advanced Tools Menu

Help Using the Administration Tools
Exit

aE <Cancel> < Help =

The Administration Tools interface responds to mouse clicks in some terminal windows, but it might respond only to keystrokes. The following table is
a quick reference to keystroke usage in the Administration Tools interface:

Key Action

Return Run selected command.

Tab Cycle between OK, Cancel, Help , and menu.

Up/Down Arrow Move cursor up and down in menu, window, or help file.

Space Select item in list.


https://www.vertica.com/docs/VMs/Vertica_CE_VM_User_Guide.pdf
https://www.vertica.com/docs/VMs/Vertica_CE_VM_Download_and_Startup_Instructions.pdf

Character Select corresponding command from menu.

For details, see Using the Administration Tools in the Administrator's Guide.

After your first login
The first time you log in as the database administrator and run the Administration Tools, complete the following steps:

1. Accept the end-user license agreement (EULA) to proceed.
A window displays, requesting the location of the license key file you downloaded from the OpenText website. The default path is /tmp/vlicense.dat

2. Enter the absolute path to your license key and select OK .
3. Toreturn to the command line, select Exit and click OK .

Introducing the VMart example database

Vertica ships with a sample multi-schema database called the VMart Example Database, which represents a database that might be used by a large
supermarket (VMart) to access information about its products, customers, employees, and online and physical stores. Using this example, you can
create, run, optimize, and test a multi-schema database.

The VMart database contains the following schema:

e public (automatically created in any newly created Vertica database)
e store
® online_Sales

VMart database location and scripts
If you installed Vertica from the RPM package, the VMart schema is installed in the /opt/vertica/examples/VMart_Schema directory. This folder contains
the following script files that you can use to get started quickly. Use the scripts as templates for your own applications.

Script/file name Description

vmart_count_data.sql SQL script that counts rows of all example database tables, which you can use to verify load.
vmart_define_schema.sq| SQL script that defines the logical schema for each table and referential integrity constraints.
vmart_gen.cpp Data generator source code (C++).

vmart_gen Data generator executable file.

vmart_load_data.sql SQL script that loads the generated sample data to the corresponding tables using COPY.

vmart_ queries.sql SQL script that contains concatenated sample queries for use as a training set for the Database Designer.
vmart_query_##.sql SQL scripts that contain individual queries; for example, vmart_query 01 through vmart_query 09.sq|
vmart_schema_drop.sql SQL script that drops all example database tables.

For more information about the schema, tables, and queries included with the VMart example database, see the Appendix .

Installing and connecting to the VMart example database

Follow the steps in this section to create the fully functioning, multi-schema VMart example database to run sample queries. The number of example
databases you create within a single Vertica installation is limited only by the disk space available on your system. However, Vertica strongly
recommends that you start only one example database at a time to avoid unpredictable results.

Vertica provides two options to install the example database:

e Quick Installation Using a Script : This option lets you create the example database and start using it immediately. Use this method to bypass the
schema and table creation processes and start querying immediately.



e Advanced Installation . The advance option is an advanced-but-simple example database installation using the Administration Tools interface. Use
this method to better understand the database creation process and practice creating a schema, creating tables, and loading data.

Note

Both installation methods create a database named VMart. If you try both installation methods, you need to drop the VMart database you
created (see Restoring the Status of Your Host ) or create the subsequent database with a new name. However, Vertica strongly recommends
that you start only one example database at a time to avoid unpredictable results

This tutorial uses Vertica-provided queries, but if you create your own design and use your own queries, you can follow the same set of
procedures.

In this section
e Quick installation using a script

e Advanced installation

Quick installation using a script

The script you need to perform a quick installation is located in /opt/vertica/sbin and is called install_example . This script creates a database on the
default port (5433), generates data, creates the schema and a default superprojection, and loads the data. The folder also contains a delete_example
script, which stops and drops the database.

1. In a terminal window, log in as the database administrator.
$ su dbadmin
Password: (your password)
2. Change to the /examples directory.
$ cd /opt/vertica/examples
3. Run the install script:
$ /opt/vertica/sbin/install_example VMart

After installation, you should see the following:

[dbadmin@localhost examples]$ /opt/vertica/sbin/install_example VMart
Installing VMart example example database
Mon Jul 22 06:57:40 PDT 2013

Creating Database

Completed

Generating Data. This may take a few minutes.
Completed

Creating schema

Completed

Loading 5 million rows of data. Please stand by.
Completed

Removing generated data files

Example data

The example database log files, Examplelnstall.ixt and ExampleDelete.txt , are written to /opt/vertica/examples/log .

To start using your database, continue to Connecting to the Database in this guide. To drop the example database, see Restoring the Status of Your
Host in this guide.

Advanced installation

To perform an advanced-but-simple installation, set up the VMart example database environment and then create the database using the
Administration Tools or Management Console.

Note
If you installed the VMart database using the quick installation method, you cannot complete the following steps because the database has
already been created.



To try the advanced installation, drop the example database (see Restoring the Status of Your Host on this guide) and perform the advanced
Installation, or create a new example database with a different name. However, Vertica strongly recommends that you install only one example
database at a time to avoid unpredictable results.

The advanced installation requires the following steps:

In this section

Step 1: setting up the example environment
Step 2: creating the example database

Step 3: connecting to the database

Step 4: defining the database schema

Step 5: loading data

Step 1: setting up the example environment
1.

Stop all databases running on the same host on which you plan to install your example database.

If you are unsure if other databases are running, run the Administration Tools and select View Cluster State . The State column should show
DOWN values on pre-existing databases.

If databases are running, click Stop Database in the Main Menu of the Administration Tools interface and click OK .

In a terminal window, log in as the database administrator:

$ su dbadmin

Password:

Change to the /VMart_Schema directory.
$ cd /opt/vertica/examples/VMart_Schema

Do not change directories while following this tutorial. Some steps depend on being in a specific directory.
Run the sample data generator.

$ ./vmart_gen

Let the program run with the default parameters, which you can review in the README file.



Using default parameters
datadirectory = ./

numfiles = 1
seed =2
null=""

timefile = Time.txt
numfactsalesrows = 5000000
numfactorderrows = 300000
numprodkeys = 60000
numstorekeys = 250
numpromokeys = 1000
numvendkeys = 50
numcustkeys = 50000
numempkeys = 10000
numwarehousekeys = 100
numshippingkeys = 100
numonlinepagekeys = 1000
numcallcenterkeys = 200
numfactonlinesalesrows = 5000000
numinventoryfactrows = 300000
gen_load_script = false

Data Generated successfully !
Using default parameters
datadirectory = ./

numfiles = 1
seed =2
null=""

timefile = Time.txt
numfactsalesrows = 5000000
numfactorderrows = 300000
numprodkeys = 60000
numstorekeys = 250
numpromokeys = 1000
numvendkeys = 50
numcustkeys = 50000
numempkeys = 10000
numwarehousekeys = 100
numshippingkeys = 100
numonlinepagekeys = 1000
numcallcenterkeys = 200
numfactonlinesalesrows = 5000000
numinventoryfactrows = 300000
gen_load_script = false

Data Generated successfully !

6. If the vmart_gen executable does not work correctly, recompile it as follows, and run the sample data generator script again.
$ g++ vmart_gen.cpp -o vmart_gen
$ chmod +x vmart_gen
$ ./vmart_gen

Step 2: creating the example database

To create the example database: use the Administration Tools or Management Console, as described in this section.

Creating the example database using the administration tools

In this procedure, you create the example database using the Administration Tools. To use the Management Console, go to the next section.

Note
If you have not used Administration Tools before, see Vertica interfaces .



1.

8.

9.

Run the Administration Tools.

‘$ /opt/vertica/bin/admintools

or simply type admintools

From the Administration Tools Main Menu, click Configuration Menu and click OK .
Click Create Database and click OK .

Name the database VMart and click OK .

Click OK to bypass the password and click Yes to confirm.
There is no need for a database administrator password in this tutorial. When you create a production database, however, always specify an
administrator password. Otherwise, the database is permanently set to trust authentication (no passwords).

. Select the hosts you want to include from your Vertica cluster and click OK .

This example creates the database on a one-host cluster. Vertica recommends a minimum of three hosts in the cluster. If you are using the Vertica
Community Edition, you are limited to three nodes.

Click OK to select the default paths for the data and catalog directories.

o Catalog and data paths must contain only alphanumeric characters and cannot have leading space characters. Failure to comply with these
restrictions could result in database creation failure.
o When you create a production database, you'll likely specify other locations than the default. See Prepare Disk Storage Locations in the
Administrator’'s Guide for more information.
Since this tutorial uses a one-host cluster, a K-safety warning appears. Click OK .

Click Yes to create the database.

During database creation, Vertica automatically creates a set of node definitions based on the database name and the names of the hosts you
selected and returns a success message.

. Click OK to close the Database VMart created successfully message.

Creating the example database using Management Console

In this procedure, you create the example database using Management Console. To use the Administration Tools, follow the steps in the preceding
section.

1.
2.
3.

Note
To use Management Console, the console should already be installed and you should be familiar with its concepts and layout. For details, see
Management Console .

Connect to Management Console and log in.
On the Home page, click Infrastructure to go to the Databases and Clusters page.
Click to select the appropriate existing cluster and click Create Database .



4. Follow the on-screen wizard, which prompts you to provide the following information:
o Database name, which must be between 3-25 characters, starting with a letter, and followed by any combination of letters, numbers, or
underscores.
o (Optional) database administrator password for the database you want to create and connect to.
o [P address of a node in your database cluster, typically the IP address of the administration host.
5. Click Next .

Step 3: connecting to the database

Regardless of the installation method you used, follow these steps to connect to the database.

1. As dbadmin, run the Administration Tools.

$ /opt/vertica/bin/admintools

or simply type admintools .
2. Ifyou are already in the Administration Tools, navigate to the Main Menu page.
3. Select Connect to Database, click OK .
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To configure and load data into the VMart database, complete the following steps:

o Step 4: defining the database schema

o Step 5: loading data
If you installed the VMart database using the Quick Installation method, the schema, tables, and data are already defined. You can choose to drop
the example database (see Restoring the Status of Your Host in this guide) and perform the Advanced Installation, or continue straight to Querying
Your Data in this guide.

Step 4: defining the database schema

The VMart database installs with sample scripts with SQL commands that are intended to represent queries that might be used in a real business. The
vmart_define_schema.sgl script runs a script that defines the VMart schema and creates tables. You must run this script before you load data into the
VMart database.

This script performs the following tasks:

e Defines two schemas in the VMart database schema: online_sales and store .
e Defines tables in both schemas.
e Defines constraints on those tables.

Vmart=> \i vmart_define_schema.sql
CREATE SCHEMA
CREATE SCHEMA
CREATE TABLE
CREATE TABLE
CREATE TABLE
CREATE TABLE
CREATE TABLE
CREATE TABLE
CREATE TABLE
CREATE TABLE
CREATE TABLE
ALTER TABLE
CREATE TABLE
CREATE TABLE
ALTER TABLE
CREATE TABLE
ALTER TABLE
CREATE TABLE
CREATE TABLE
CREATE TABLE
ALTER TABLE



Step 5: loading data

Now that you have created the schemas and tables, you can load data into a table by running the vmart_load data.sql script. This script loads data
from the 15 .tbl text files in /opt/vertica/examples/VMart_Schema into the tables that vmart_design_schema.sql created.

It might take several minutes to load the data on a typical hardware cluster. Check the load status by monitoring the vertica.log file, as described in
Monitoring Log Files in the Administrator's Guide.




VMart=> \i vmart_load_data.sq|
Rows Loaded

(1 row)

(1 row)

50
(1 row)
Rows Loaded

(1 row)

(1 row)

(1 row)
Rows Loaded

5000000
(1 row)
Rows Loaded

300000
(1 row)
VMart=>

Querying data
The VMart database installs with sample scripts that contain SQL commands that represent queries that might be used in a real business. Use basic

SQL commands to query the database, or try out the following command. Once you're comfortable running the example queries, you might want to
write your own.



Note
The data that your queries return might differ from the example output shown in this guide because the sample data generator is random.

Type the following SQL command to return the values for five products with the lowest fat content in the Dairy department. The command selects the
fat content from Dairy department products in the product_dimension table in the public schema, orders them from low to high and limits the output
to the first five (the five lowest fat contents).

VMart => SELECT fat_content
FROM ( SELECT DISTINCT fat_content
FROM product_dimension
WHERE department_description
IN ('Dairy') ) AS food
ORDER BY fat_content
LIMIT 5;

Your results will be similar to the following:

fat_content

84
(5 rows)

The preceding example is from the vmart_query_01.sqgl file. You can execute more sample queries using the scripts that installed with the VMart
database or write your own. For a list of the sample queries supplied with Vertica, see Appendix: VMart example database schema, tables, and scripts .

Backing up and restoring the database
Important

Inadequate security on backups can compromise overall database security. Be sure to secure backup locations and strictly limit access to backups
only to users who already have permissions to access all database data.

Vertica supplies a comprehensive utility, vbr , that lets you back up and restore a full database, as well as create backups of specific schema or tables.
You should back up your database regularly and before major or destructive operations.

All vbr operations rely on a configuration file that describes your database, backup locations, and other parameters. Typically you use the same
configuration file for both the backup and restore operations. To create your first configuration file, copy one of the sample files for backup listed in
Sample vbr configuration files . Edit the copy to specify a snapshot (backup) name, your database details, and where to back up. The comments in the
sample file guide you.

The following example shows a full backup:

$ vbr -t backup --config full-backup.ini

Starting backup of database VTDB.

Participating nodes: v_vmart_node0001, v_vmart_node0002, v_vmart_node0003, v_vmart_node0004.
Snapshotting database.

Snapshot complete.

Approximate bytes to copy: 2315056043 of 2356089422 total.

[ 1 100%

Copying backup metadata.

Finalizing backup.

Backup complete!

By default, there is no screen output other than the progress bar.

You can restore the entire database or selected schemas and tables. You can also use vbr to replicate data from one database to another or to copy

an entire cluster. For more information about vbr , see Backing up and restoring the database .



Using Database Designer to create a comprehensive design

Vertica Database Designer:
e Analyzes your logical schema, sample data, and, optionally, your sample queries.
e (Creates a physical schema design (a set of projections) that can be deployed automatically or manually.
e Does not require specialized database knowledge.

e Can be run and rerun any time for additional optimization without stopping the database.
e Uses strategies to provide optimal query performance and data compression.

Use Database Designer to create a comprehensive design, which allows you to create projections for all tables in your database.

You can also use Database Designer to create an incremental design , which creates projections for all tables referenced in the queries you supply.

You can create a comprehensive design with Database Designer using Management Console or through Administration Tools. You can also choose to
run Database Designer programmatically .

In this section
® Running Database Designer with Management Console

e Running Database Designer with administration tools

Running Database Designer with Management Console

In this tutorial, you'll create a comprehensive design with Database Designer through the Management Console interface. If, in the future, you have a
query that you want to optimize, you can create an enhanced ( incremental ) design with additional projections. You can tune these projections
specifically for the query you provide.

Note
To run Database Designer outside Administration Tools, you must be a dbadmin user. If you are not a dbadmin user, you must have the
DBDUSER role assigned to you and own the tables for which you are designing projections. For details, see Database Designer access

requirements .

You can choose to create the design manually or use the Management Console wizard, as described below.

Important
Set your browser so it does not cache pages. If a browser caches pages, you might be unable to see the new design added.

Follow these steps to to create a comprehensive design with the Management Console wizard:

1. Log in to Management Console.
2. Verify that your database is up and running.
. Choose the database for which you want to create the design. You can find the database under the Recent Databases section or by clicking
Existing Infrastructure to reach the Databases and Clusters page.
The database overview page opens.
. At the bottom of the screen, click the Design button.
. In the New Design dialog box, enter the design name.
. Click Wizard to continue.
Create an initial design. For Design Type , select Comprehensive and click Next .
. In the Optimization Objective window, select Balance Load and Performance to create a design that is balanced between database size and
query performance. Click Next .
9. Select the schemas. Because the VMart design is a multi-schema database, select all three schemas (public, store, and online_sales) for your
design in the Select Sample Data window. Click Next .
If you include a schema that contains tables without data, the design could be suboptimal. You can choose to continue, but Vertica recommends
that you deselect the schemas that contain empty tables before you proceed.
10. Choose the K-safety value for your design. The K-Safety value determines the number of buddy projections you want Database Designer to create.
11. Choose Analyze Correlations Mode. Analyze Correlations Mode determines if Database Designer analyzes and considers column correlations
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when creating the design.
o Ignore: When creating a design, ignore any column correlations in the specified tables.
o Consider existing: Consider the existing correlations in the tables when creating the design. If you set the mode to 1, and there are no
existing correlations, Database Designer does not consider correlations.



o Analyze missing: Analyze column correlations on tables where the correlation analysis was not previously performed. When creating the
design, consider all column correlations (new and existing).
o Analyze all: Analyze all column correlations in the tables and consider them when creating the design. Even if correlations exist for a table,
reanalyze the table for correlations.
Click Next .
12. Submit query files to Database Designer in one of two ways:
o Supply your own query files by selecting the Browse button.
o Click Use Query Repository , which submits recently executed queries from the QUERY_REQUESTS system table.
Click Next .
13. In the Execution Options window, select any of the following options:
o Analyze statistics : Select this option to run statistics automatically after design deployment, so Database Designer can make better decisions
for its proposed design.
o Auto-build : Select this option to run Database Designer as soon as you complete the wizard. This option only builds the proposed design.
o Auto-deploy : Select this option for auto-build designs that you want to deploy automatically.
14. Click Submit Design . The Database Designer page opens:
o If you chose to automatically deploy your design, Database Designer executes in the background.
o If you did not select the Auto-build or Auto-deploy options, you can click Build Design or Deploy Design on the Database Designer page.
15. In the My Designs pane, view the status of your design:
o When the deployment completes, the My Design pane shows Design Deployed .
o The event history window shows the details of the design build and deployment.

To run Database Designer with Administration Tools, see Running Database Designer with administration tools in this guide.

Running Database Designer with administration tools

In this procedure, you create a comprehensive design with Database Designer using the Administration Tools interface. If, in the future, you have a
query that you want to optimize, you can create an enhanced (incremental) design with additional projections. You can tune these projections
specifically for the query you provide. See Incremental Design for more information.

Follow these steps to create the comprehensive design using Database Designer in Administration Tools:

1. If you are not in Administration Tools, exit the vsqgl session and access Administration Tools:
o Type \q to exit vsql.
o Type admintools to access the Administration Tools Main Menu.
Start the database for which you want to create a design.
From the Main Menu, click Configuration Menu and then click OK .
From the Configuration Menu, click Run Database Designer and then click OK..
When the Select a database for design dialog box opens, select VMart and then click OK .
If you are prompted to enter the password for the database, click OK to bypass the message. Because no password was assigned when you
installed the VMart database, you do not need to enter one now.
6. Click OK to accept the default directory for storing Database Designer output and log files.
7. In the Database Designer window, enter a name for the design, for example, vmart_design, and click OK . Design names can contain only

vk W

alphanumeric characters or underscores. No other special characters are allowed.
8. Create a complete initial design. In the Design Type window, click Comprehensive and click OK .
9. Select the schemas. Because the VMart design is a multi-schema database, you can select all three schemas (online_sales, public, and store) for
your design. Click OK .
If you include a schema that contains tables without data, the Administration Tools notifies you that designing for tables without data could be
suboptimal. You can choose to continue, but Vertica recommends that you deselect the schemas that contain empty tables before you proceed.
10. In the Design Options window, accept all three options and click OK .
The three options are:
o Optimize with queries: Supplying the Database Designer with queries is especially important if you want to optimize the database design for
query performance. Vertica recommends that you limit the design input to 100 queries.
o Update statistics: Accurate statistics help the Database Designer choose the best strategy for data compression. If you select this option, the
database statistics are updated to maximize design quality.
o Deploy design: The new design deploys automatically. During deployment, new projections are added, some existing projections retained,
and any necessary existing projections removed. Any new projections are refreshed to populate them with data.
11. Because you selected the Optimize with queries option, you must enter the full path to the file containing the queries that will be run on your
database. In this example, it is:
/opt/vertica/examples/VMart_Schema/vmart_queries.sql

The queries in the query file must be delimited with semicolons (;). The last query must end with a semicolon (;).



12.

Choose the K-safety value you want and click OK . The design K-Safety determines the number of buddy projections you want Database Designer
to create.
If you create a comprehensive design on a single node, you are not prompted to enter a K-safety value.

. In the Optimization Objective window, select Balanced query/load performance to create a design that is balanced between database size

and query performance. Click OK .

. When the informational message displays, click Proceed .

Database Designer automatically performs these actions:

o Sets up the design session.

o Examines table data.

o Loads queries from the query file you provided (in this example, /opt/vertica/examples/VMart_Schema/vmart_queries.sql ).

o Creates the design.
Deploys the design or saves a SQL file containing the commands to create the design, based on your selections in the Desgin Options window.
Depending on system resources, the design process could take several minutes. You should allow this process to complete uninterrupted. If you
must cancel the session, use Ctrl+C.

. When Database Designer finishes, press Enter to return to the Administration Tools menu. Examine the steps taken to create the design. The files

are in the directory you specified to store the output and log files. In this example, that directory is /opt/vertica/examples/VMart_Schema . For more
information about the script files, see About Database Designer .

For additional information about managing your designs, see Creating a database design in the Administrator’'s Guide.

Restoring the status of your host

When you finish the tutorial, you can restore your host machines to their original state. Use the following instructions to clean up your host and start
over from scratch.

Stopping and dropping the database

Follow these steps to stop and/or drop your database. A database must be stopped before it can be dropped.
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. If connected to the database, disconnect by typing \q .

. In the Administration Tools Main Menu dialog box, click Stop Database and click OK .

. In the Select database to stop window, select the database you want to stop and click OK .
. After stopping the database, click Configuration Menu and click OK .

. Click Drop Database and click OK .

. In the Select database to drop window, select the database you want to drop and click OK .
. Click Yes to confirm.

. In the next window type yes (lowercase) to confirm and click OK .

Alternatively, use the delete_example script, which stops and drops the database:

M =

If connected to the database, disconnect by typing \q .

In the Administration Tools Main Menu dialog box, select Exit .
Log in as the database administrator.

Change to the /examples directory.

$ cd /opt/vertica/examples

Run the delete_example script.
$ /opt/vertica/sbin/delete_example Vmart

Uninstalling Vertica

See Uninstall Vertica .

Optional steps

You can also choose to:

e Remove the dbadmin account on all cluster hosts.

e Remove any example database directories you created.

Appendix: VMart example database schema, tables, and scripts

This appendix provides detailed information about the VMart example database’'s schema, tables, and scripts.

The VMart example database contains three different schemas:



® public
® store
e online_sales

The term “schema” has several related meanings in Vertica:

e |n SQL statements, a schema refers to named namespace for a logical schema.
e |ogical schema refers to a set of tables and constraints.
e Physical schema refers to a set of projections.

Tables identifies the three schemas and all the data tables in the VMart database. Each schema contains tables that are created and loaded during
database installation. See the schema maps for a list of tables and their contents:

® Public schema map

e Store schema map
e online_sales schema map

Sample scripts describes the sample scripts that contain SQL commands that represent queries that might be used in a real business using a VMart-
like database. Once you're comfortable running the example queries, you might want to write your own.

In this section
e Tables

® Public schema map
e Store schema map

® online_sales schema map
e Sample scripts

Tables

The three schemas in the VMart database include the following tables:

public Schema store Schema online_sales Schema
inventory_fact store_orders_fact online_sales_fact
customer_dimension store_sales_fact call_center_dimension
date_dimension store_dimension online_page_dimension

employee_dimension
product_dimension
promotion_dimension
shipping_dimension
vendor_dimension

warehouse_dimension

Public schema map
The public schema is a snowflake schema. The following graphic illustrates the public schema and its relationships with tables in the online_sales and

store schemas.

The subsequent subsections describe database tables.



ONLINE_SALES
SCHEMA
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online_sales_fact

date key

promotion_name date

price_reduction_type full_date_description
promotion_media_type day_of_week

ad_type day_number_in_calendar_month
display_type day_number_in_calendar_year

coupon_type
ad_media_name
display_provider
promotion_cost

day_number_in_fiscal_month
day_number_in_fiscal_year
Iast_day_in_week_indicator
last_day_in_maonth_indicator

promotion_begin_date
promotion_end_date

S| customer key
customer_type
customer_name

calendar_week_number_in_year
calendar_month_name
calendar_month_number_in_year
calendar_year_month
calendar_guarter
calendar_year_quarter
calendar_half_year

calendar vear

customer_gender holiday_indicator
title weedkday_indicator
household_id selling_season

customer_address
custamer_city
customer_state

customer_region PUBLIC
marital_status
customer_age SCHEMA

number_af_children
annual_income
accupation
largest_bill_amount

| warehouse_key

warehouse key
warehouse_name
warehouse_address
warehouse_city
warehouse_state
warehouse_region

date_key
product key
product_version

aty_in_stock

vendor_key
vendor_name
vendor_address

wvendor_city
vendor_state
vendor_region
deal_size
last_deal_update

product key

product versi
product_description
sku_number
category_description
department_description
package_type_description
package_size

fat_content

diet_type

weight
weight_units_of_measure
shelf_width

shelf_height

shelf_depth
product_price
product_cost
lowest_competitor_price
highest_competitar_price
average_competitor_price
discontinued_flag

i

store_membership_card
customer_since

ship_mode
ship_carrier

employee key
employee_gender
employee_title
employee_first_name
employee_middle_initial
employee_last_name
employee_age
hire_date
employee_street_address
employee_city
employee_state
employee_region
Jjob_title

reports_to

salaried_flag
annual_salary
hourly_rate
vacation_days

deal_stage
seal_size
last_deal_update
Fy
STORE
SCHEMA

store_sales_fact

In this section

e inventory fact
e customer_dimension

e date_dimension

e employee_dimension

e product_dimension

e promotion_dimension
e shipping dimension

e vendor_dimension

e warehouse_dimension

inventory_fact

This table contains information about each product in inventory.

Column Name

date_key

product_key

product_version

warehouse_key

gty_in_stock

customer_dimension

store_order_fact

Data Type

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

This table contains information about all the retail chain’s customers.

Column Name

Data Type

NULLs

No

No

No

No

No

NULLs



customer_key

customer_type

customer_name

customer_gender

title

household_id

customer_address

customer_city

customer_state

customer_region

marital_status

customer_age

number_of children

annual_income

occupation

largest_bill_amount

store_membership_card

customer_since

deal_stage

deal_size

last_deal_update

date_dimension

This table contains information about dates. It is generated from a file containing correct date/time data.

Column Name

date_key

date

full_date_description

day_of week

day_number_in_calendar_month

INTEGER

VARCHAR(16)

VARCHAR(256)

VARCHAR(8)

VARCHAR(8)

INTEGER

VARCHAR(256)

VARCHAR(64)

CHAR(Q2)

VARCHAR(64)

VARCHAR(32)

INTEGER

INTEGER

INTEGER

VARCHAR(64)

INTEGER

INTEGER

DATE

VARCHAR(32)

INTEGER

DATE

Data Type

INTEGER

DATE

VARCHAR(18)

VARCHAR(9)

INTEGER

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

NULLs

No

Yes

Yes

Yes

Yes



day_number_in_calendar_year

day_number_in_fiscal_month

day_number_in_fiscal_year

last_day_in_week_indicator

last_day_in_month_indicator

calendar_week_number_in_year

calendar_month _name

calendar_month_number_in_year

calendar_year_month

calendar_quarter

calendar_year_quarter

calendar_half_year

calendar_year

holiday_indicator

weekday _indicator

selling_season

employee_dimension

This table contains information about all the people who work for the retail chain.

Column Name

employee_key

employee_gender

courtesy_title

employee_first_name

employee_middle_initial

employee_last_name

employee_age

hire_date

employee_street_address

employee_city

INTEGER
INTEGER
INTEGER
INTEGER
INTEGER
INTEGER
VARCHAR(9)
INTEGER
CHAR(7)
INTEGER
CHAR(7)
INTEGER
INTEGER
VARCHAR(10)
CHAR(7)
VARCHAR(32)

Data Type

INTEGER

VARCHAR(8)

VARCHAR(8)

VARCHAR(64)

VARCHAR(8)

VARCHAR(64)

INTEGER

DATE

VARCHAR(256)

VARCHAR(64)

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

NULLs

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes



employee_state

employee_region

job_title

reports_to

salaried_flag

annual_salary

hourly_rate

vacation_days

product_dimension

This table describes all products sold by the department store chain.

Column Name

product_key

product_version

product_description

sku_number

category_description

department_description

package_type_description

package_size

fat_content

diet_type

weight

weight_units_of_measure

shelf_width

shelf_height

shelf_depth

product_price

product_cost

lowest_competitor_price

CHAR(2)

CHAR(32)

VARCHAR(64)

INTEGER

INTEGER

INTEGER

FLOAT

INTEGER

Data Type

INTEGER

INTEGER

VARCHAR(128)

CHAR(32)

CHAR(32)

CHAR(32)

CHAR(32)

CHAR(32)

INTEGER

CHAR(32)

INTEGER

CHAR(32)

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

NULLs

No

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes



highest_competitor_price

average_competitor_price

discontinued_flag

promotion_dimension

INTEGER

INTEGER

INTEGER

This table describes every promotion ever done by the retail chain.

Column Name

promotion_key

promotion_name

price_reduction_type

promotion_media_type

ad_type

display_type

coupon_type

ad_media_name

display_provider

promotion_cost

promotion_begin_date

promotion_end_date

shipping_dimension

Data Type

INTEGER

VARCHAR(128)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

VARCHAR(128)

INTEGER

DATE

DATE

This table contains information about shipping companies that the retail chain uses.

Column Name

shipping_key

ship_type

ship_mode

ship_carrier

vendor_dimension

This table contains information about each vendor that provides products sold through the retail chain.

Column Name

Data Type

INTEGER

CHAR(30)

CHAR(10)

CHAR(20)

Data Type

Yes

Yes

Yes

NULLs

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

NULLs

No

Yes

Yes

Yes

NULLs



vendor_key INTEGER No

vendor_name VARCHAR(64) Yes
vendor_address VARCHAR(64) Yes
vendor_city VARCHAR(64) Yes
vendor_state CHAR(2) Yes
vendor_region VARCHAR(32) Yes
deal_size INTEGER Yes
last_deal_update DATE Yes

warehouse_dimension

This table provides information about each of the chain’s warehouses.

Column Name Data Type NULLs
warehouse_key INTEGER No
warehouse_name VARCHAR(20) Yes
warehouse_address VARCHAR(256) Yes
warehouse_city VARCHAR(60) Yes
warehouse_state CHAR(2) Yes
warehouse_region VARCHAR(32) Yes

Store schema map

The store schema is a snowflake schema that contains information about the retail chain’s bricks-and-mortar stores. The following graphic illustrates
the store schema and its relationship with tables in the public schema.

The subsequent subsections describe database tables.
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promotion_dimension
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STORE
SCHEMA

product key
] product version

— vendor key

order_number
date_ordered
date_shipped
expected_delivery_date
date_delivered
gquantity_ordered
quantity_delivered
shipper_name
unit_price
shipping_cost
total_order_cost
gquantity_in_stock
reorder_level
overstock_ceiling

store_key —

employee key —

store key
4|_’ store_name
store_number

store_address
stare_city

store_state
store_region
floor_plan_type
photo_processing_type
financial_service_type
selling_square_footage
total_square_footage
first_open_date
last_remodel_date
number_of_employees
annual_shrinkage
foot_traffic
maonthly_rent_cost

-

date key
product key
product version
store key

promotion key
customer key
employee key
pos_transaction_number
sales_guantity
sales_dollar_amount
cost_dollar_amount
gross_profit_dollar_amount
transaction_type
transaction_time
tender_type

Y
vendor_dimension
In this section

e store_orders_fact
e store_sales_fact
e store_dimension

store_orders_fact

This table contains information about all orders made at the company’s brick-and-mortar stores.

Column Name

product_key

product_version

store_key

vendor_key

employee_key

order_number

date_ordered

date_shipped

expected_delivery date

date delivered

quantity_ordered

quantity_delivered

shipper_name

Y

date_dimension

¥

customer_dimension

Data Type

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

DATE

DATE

DATE

DATE

INTEGER

INTEGER

VARCHAR(32)

NULLs

No

No

No

No

No

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes



unit_price INTEGER Yes

shipping_cost INTEGER Yes
total_order cost INTEGER Yes
quantity_in_stock INTEGER Yes
reorder_level INTEGER Yes
overstock_ceiling INTEGER Yes

store_sales_fact

This table contains information about all sales made at the company’s brick-and-mortar stores.

Column Name Data Type NULLs
date_key INTEGER No
product_key INTEGER No
product_version INTEGER No
store_key INTEGER No
promotion_key INTEGER No
customer_key INTEGER No
employee_key INTEGER No
pos_transaction_number INTEGER No
sales_quantity INTEGER Yes
sales_dollar_amount INTEGER Yes
cost_dollar_amount INTEGER Yes
gross_profit_dollar_amount INTEGER Yes
transaction_type VARCHAR(16) Yes
transaction_time TIME Yes
tender_type VARCHAR(8) Yes

store_dimension

This table contains information about each brick-and-mortar store within the retail chain.

Column Name Data Type NULLs

store_key INTEGER No

store_name VARCHAR(64) Yes



store_number INTEGER Yes

store_address VARCHAR(256) Yes
store_city VARCHAR(64) Yes
store_state CHAR(2) Yes
store_region VARCHAR(64) Yes
floor_plan_type VARCHAR(32) Yes
photo_processing_type VARCHAR(32) Yes
financial_service_type VARCHAR(32) Yes
selling_square_footage INTEGER Yes
total_square_footage INTEGER Yes
first_open_date DATE Yes
last_remodel_date DATE Yes
number_of_employees INTEGER Yes
annual_shrinkage INTEGER Yes
foot_traffic INTEGER Yes
monthly_rent_cost INTEGER Yes

online_sales schema map

The online_sales schema is a snowflake schema that contains information about the retail chains. The following graphic illustrates the online_sales
schema and its relationship with tables in the public schema.

The subsequent subsections describe database tables.
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In this section
e online_sales_fact
e call_center_dimension
e online_page_dimension
online_sales_fact
This table describes all the items purchased through the online store front.
Column Name Data Type NULLs
sale_date_key INTEGER No
ship_date_key INTEGER No
product_key INTEGER No
product_version INTEGER No
customer_key INTEGER No
call_center_key INTEGER No
online_page_key INTEGER No
shipping_key INTEGER No
warehouse_key INTEGER No
promotion_key INTEGER No
pos_transaction_number INTEGER No
sales_quantity INTEGER Yes
sales_dollar_amount FLOAT Yes

ship_dollar_amount FLOAT Yes



net_dollar_amount

cost_dollar_amount

gross_profit_dollar_amount

transaction_type

call_center_dimension

This table describes all the chain’s call centers.

Column Name Data Type
call_center_key INTEGER
cc_closed_date DATE
cc_open_date DATE

cc_date VARCHAR(50)
cc_class VARCHAR(50)
cc_employees INTEGER
cc_hours CHAR(20)
cC_manager VARCHAR(40)
cc_address VARCHAR(256)
cc_city VARCHAR(64)
cc_state CHAR(2)
cc_region VARCHAR(64)

online_page_dimension

This table describes all the pages in the online store front.

Column Name Data Type
online_page_key INTEGER
start_date DATE
end_date DATE
page_number INTEGER
page_description VARCHAR(100)

page_type VARCHAR(100)

FLOAT

FLOAT

FLOAT

VARCHAR(16)

Yes

Yes

Yes

Yes

NULLs

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

NULLs

No

Yes

Yes

Yes

Yes

Yes



Sample scripts

You can create your own queries, but the VMart example directory includes sample query script files to help you get started quickly.

You can find the following sample scripts at this path /opt/vertica/examples/VMart_Schema .

To run any of the scripts, enter

=> \i <script_name>

Alternatively, type the commands from the script file manually.

Note
The data that your queries return might differ from the example output shown in this guide because the sample data generator is random.

In this section

e vmart_query_01.sql
e vmart_query 02.sqgl
e vmart_query_03.sql
e vmart_query 04.sql
e vmart_query_05.sql
e vmart_query_06.sql
e vmart_query 07.sgl
e vmart_query_08.sql
e vmart_query 09.sql

vmart_query_01.sql
--vmart_query_01.sq!
-- FROM clause subquery
-- Return the values for five products with the
-- lowest-fat content in the Dairy department
SELECT fat_content
FROM (
SELECT DISTINCT fat_content
FROM product_dimension
WHERE department_description
IN ('Dairy') ) AS food
ORDER BY fat_content
LIMIT 5;

Output

fat_content

(5 rows)

vmart_query_02.sql



-- vmart_query_02.sql
-- WHERE clause subquery
-- Asks for all orders placed by stores located in Massachusetts
-- and by vendors located elsewhere before March 1, 2003:
SELECT order_number, date_ordered
FROM store.store_orders_fact orders
WHERE orders.store_key IN (
SELECT store_key
FROM store.store_dimension
WHERE store_state = 'MA")
AND orders.vendor_key NOT IN (
SELECT vendor_key
FROM public.vendor_dimension
WHERE vendor_state = 'MA')
AND date_ordered < '2012-03-01";

Output

order_number | date_ordered

53019 | 2012-02-10
222168 | 2012-02-05
160801 | 2012-01-08
106922 | 2012-02-07
246465 | 2012-02-10
234218 | 2012-02-03
263119 | 2012-01-04
73015 | 2012-01-01
233618 | 2012-02-10
85784 | 2012-02-07
146607 | 2012-02-07
296193 | 2012-02-05
55052 | 2012-01-05
144574 |1 2012-01-05
117412 | 2012-02-08
276288 | 2012-02-08
185103 | 2012-01-03
282274 | 2012-01-01
245300 | 2012-02-06
143526 | 2012-01-04
59564 | 2012-02-06

vmart_query_03.sql

-- vmart_query_03.sql
-- noncorrelated subquery
-- Requests female and male customers with the maximum
-- annual income from customers
SELECT customer_name, annual_income
FROM public.customer_dimension
WHERE (customer_gender, annual_income) IN (
SELECT customer_gender, MAX(annual_income)
FROM public.customer_dimension
GROUP BY customer_gender);

Output



customer_name | annual_income

James M. McNulty | 999979
Emily G. Vogel | 999998
(2 rows)

vmart_query_04.sql

-- vmart_query_04.sq!
-- IN predicate
-- Find all products supplied by stores in MA
SELECT DISTINCT s.product_key, p.product_description
FROM store.store_sales_fact s, public.product_dimension p
WHERE s.product_key = p.product_key
AND s.product_version = p.product_version AND s.store_key IN (
SELECT store_key
FROM store.store_dimension
WHERE store_state = 'MA")
ORDER BY s.product_key;

Output

product_key | product_description

'
+

1| Brand #1 butter

1| Brand #2 bagels

2 | Brand #3 lamb

2 | Brand #4 brandy

2 | Brand #5 golf clubs

2 | Brand #6 chicken noodle soup
3 | Brand #10 ground beef

3 | Brand #11 vanilla ice cream

3 | Brand #7 canned chicken broth
3 | Brand #8 halibut

3 | Brand #9 camera case

4 | Brand #12 rash ointment

4 | Brand #13 low fat milk

4 | Brand #14 chocolate chip cookies
4 | Brand #15 silver polishing cream
5 | Brand #16 cod

5 | Brand #17 band aids

6 | Brand #18 bananas

6 | Brand #19 starch

6 | Brand #20 vegetable soup

6 | Brand #21 bourbon

vmart_query_05.sql
-- vmart_query_05.sq!
-- EXISTS predicate
-- Get a list of all the orders placed by all stores on
-- January 2, 2003 for the vendors with records in the
-- vendor_dimension table
SELECT store_key, order_number, date_ordered
FROM store.store_orders_fact
WHERE EXISTS (
SELECT 1
FROM public.vendor_dimension
WHERE public.vendor_dimension.vendor_key = store.store_orders_fact.vendor_key)
AND date_ordered = '2012-01-02";



Output

store_key | order_number | date_ordered

98 | 151837 | 2012-01-02
123 | 238372 | 2012-01-02
242 | 263973 | 2012-01-02
150 | 226047 | 2012-01-02
247 | 232273 | 2012-01-02
203 | 171649 | 2012-01-02
129 | 98723 | 2012-01-02
80 | 265660 | 2012-01-02
231 | 271085 | 2012-01-02
149 | 12169 | 2012-01-02
141 | 201153 | 2012-01-02
1] 23715 2012-01-02

156 | 98182 | 2012-01-02
44 | 229465 | 2012-01-02
178 | 141869 | 2012-01-02
134 | 44410 | 2012-01-02
141 | 129839 | 2012-01-02
205 | 54138 | 2012-01-02
113 63358 | 2012-01-02
99 | 50142 | 2012-01-02

44 | 131255 | 2012-01-02

vmart_query_06.sql
-- vmart_query_06.sql
-- EXISTS predicate
-- Orders placed by the vendor who got the best deal
-- on January 4, 2004
SELECT store_key, order_number, date_ordered
FROM store.store_orders_fact ord, public.vendor_dimension vd
WHERE ord.vendor_key = vd.vendor_key
AND vd.deal_size IN (
SELECT MAX(deal_size)
FROM public.vendor_dimension)
AND date_ordered = '2013-01-04";

Output

store_key | order_number | date_ordered

45| 202416 | 2013-01-04
24 | 250295 | 2013-01-04
121 | 2514171 2013-01-04
198 | 75716 | 2013-01-04
166 | 36008 | 2013-01-04
27 | 150241 | 2013-01-04
148 | 182207 | 2013-01-04
9| 188567 | 2013-01-04
113 66017 | 2013-01-04

vmart_query_07.sql



-- vmart_query_07.sql

-- Multicolumn subquery

-- Which products have the highest cost,

-- grouped by category and department

SELECT product_description, sku_number, department_description

FROM public.product_dimension

WHERE (category_description, department_description, product_cost) IN (
SELECT category_description, department_description,
MAX(product_cost) FROM product_dimension
GROUP BY category_description, department_description);

Output

product_description | sku_number | department_description
Brand #601 steak | SKU-#601 | Meat

Brand #649 brooms | SKU-#649 | Cleaning supplies
Brand #677 veal | SKU-#677 | Meat

Brand #1371 memory card | SKU-#1371 | Photography
Brand #1761 catfish | SKU-#1761 | Seafood

Brand #1810 frozen pizza | SKU-#1810 | Frozen Goods
Brand #1979 canned peaches | SKU-#1979 | Canned Goods
Brand #2097 apples | SKU-#2097 | Produce

Brand #2287 lens cap | SKU-#2287 | Photography

vmart_query_08.sql
-- vmart_query_08.sq!
-- between online_sales_fact and online_page_dimension
SELECT page_description, page_type, start_date, end_date
FROM online_sales.online_sales_fact f, online_sales.online_page_dimension d
WHERE f.online_page_key = d.online_page_key
AND page_number IN
(SELECT MAX(page_number)

FROM online_sales.online_page_dimension)

AND page_type = 'monthly' AND start_date = '2012-06-02";

Output

page_description | page_type | start_date | end_date

Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
Online Page Description #1 | monthly | 2012-06-02 | 2012-06-11
(12 rows)

vmart_query_09.sql



-- vmart_query_09.sq!

-- Equi join

-- Joins online_sales_fact table and the call_center_dimension
-- table with the ON clause

SELECT sales_quantity, sales_dollar_amount, transaction_type, cc_name
FROM online_sales.online_sales_fact

INNER JOIN online_sales.call_center_dimension

ON (online_sales.online_sales_fact.call_center_key
= online_sales.call_center_dimension.call_center_key
AND sale_date_key = 156)

ORDER BY sales_dollar_amount DESC;

Output

sales_quantity | sales_dollar_amount | transaction_type |

s
+

s
+

'
+

cc_name

7| 589 | purchase | Central Midwest
8| 589 | purchase | South Midwest
8| 589 | purchase | California

1] 587 | purchase | New England
1] 586 | purchase | Other

1] 584 | purchase | New England
4| 584 | purchase | New England
7| 581 | purchase | Mid Atlantic

5] 579 | purchase | North Midwest
8| 577 | purchase | North Midwest
4| 577 | purchase | Central Midwest
2 575 | purchase | Hawaii/Alaska
4| 573 | purchase | NY Metro

4] 572 | purchase | Central Midwest
1] 570 | purchase | Mid Atlantic

9| 569 | purchase | Southeastern
1] 569 | purchase | NY Metro

5] 567 | purchase | Other

7 | 567 | purchase | Hawaii/Alaska
9| 567 | purchase | South Midwest
1] 566 | purchase | New England

Architecture

Understanding how Vertica works helps you effectively design, build, operate, and maintain a Vertica database. This section assumes that you are
familiar with the basic concepts and terminology of relational database management systems and SQL.

Column storage

Vertica stores data in a column format so it can be queried for best performance. Compared to row-based storage, column storage reduces disk I/0,
making it ideal for read-intensive workloads. Vertica reads only the columns needed to answer the query. Columns are encoded and compressed to
further improve performance.

Vertica uses a number of different encoding strategies, depending on column data type, table cardinality, and sort order. Encoding increases
performance because there is less disk I/O during query execution. In addition, you can store more data in less space.

Compression allows a column store to occupy substantially less storage than a row store. In a column store, every value stored in a projection column
has the same data type. This greatly facilitates compression, particularly in sorted columns. In a row store, each value of a row can have a different
data type, resulting in a much less effective use of compression. The efficient storage methods that Vertica uses allow you to maintain more historical
data in physical storage.

Projections

A projection consists of a set of columns with the same sort order, defined by a column to sort by or a sequence of columns by which to sort. Like an
index or materialized view in a traditional database, a projection accelerates query processing. When you write queries in terms of the original tables,
the query uses the projections to return query results. For more information, see Projections .



Projections are distributed and replicated across nodes in your cluster, ensuring that if one node becomes unavailable, another copy of the data
remains available. This redundancy is called K-safety .

Automatic data replication, failover, and recovery provide for active redundancy, which increases performance. Nodes recover automatically by
querying the system.

Eon and Enterprise Modes

A Vertica database runs in one of two modes: Eon or Enterprise. Both modes can be deployed on-premises or in the cloud. In Eon Mode, compute and
storage are separate; the database uses shared communal storage, and you can add or remove nodes or subclusters based on demand. In Enterprise
Mode, each database node has a share of the data and queries are distributed to take advantage of data locality. Understanding the differences
between these modes is key. See Eon vs. Enterprise Mode .

In this section

e Eonvs. Enterprise Mode
e Fon Mode concepts

e Enterprise Mode concepts

Eon vs. Enterprise Mode

A Vertica database runs in one of two modes: Eon or Enterprise. Both modes can be deployed on-premises or in the cloud. Understanding the
difference between these two modes is key. If you are deploying a Vertica database, you must decide which mode to run it in early in your deployment
planning. If you are using an already-deployed Vertica database, you should understand how each mode affects loading and querying data.

Vertica databases running in Eon and Enterprise modes store their data differently:

e Eon Mode databases use communal storage for their data.
e Enterprise Mode databases store data locally in the file system of nodes that make up the database.

These different storage methods lead to a number of important differences between the two modes.

Storage overview

Eon Mode stores data in a shared object store called communal storage:

Eon Mode Vertica Cluster

Node

When deployed in a cloud environment, Vertica stores its data in a cloud-based storage container, such as an AWS S3 bucket. When deployed on-
premises, Vertica stores data in a locally-deployed object store, such as a Pure Storage FlashBlade appliance. Separating the persistent data storage
from the compute resources (the nodes that load data and process queries) provides flexibility.

Enterprise Mode stores data across the filesystems of the database nodes:
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Each node is responsible for storing and processing a portion of the data. The data is co-located on the nodes in both cloud-based and on-premises
databases to provide resiliency in the event of node failure. Having the data located close to the computing power offers a different set of advantages.
When a node is added to the cluster, or comes back online after being unavailable, it automatically queries other nodes to update its local data.

Key advantages of each mode

The different ways Eon Mode and Enterprise Mode store data give each mode an advantage in different environments. The following table
summarizes these differences. For details, see Eon vs. Enterprise Mode .

Chief Where database mode is...

advantages

of... Eon Enterprise

Cloud e Easily scaled up or down to meet changing workloads and reduce Works in most cloud platforms. Eon Mode works in
costs. specific cloud providers.

e Workloads can be isolated to a subcluster of nodes.
e Virtually no limits on database size. Most cloud providers offer
essentially unlimited data storage (for a price).

On-premises e Workloads can be isolated to a subset of nodes called a subcluster. No additional hardware needed beyond the servers
e Canincrease storage without adding nodes (and, if the object store that make up the database cluster.
supports hot plugging, without downtime).

Note
You can migrate an Enterprise Mode database to Eon with the meta-function MIGRATE_ENTERPRISE_TO_EON . For details on using this meta-
function, see Migrating an enterprise database to Eon Mode .

Performance

Eon Mode and Enterprise Mode databases have roughly the same performance in the same environment when properly configured.

An Eon Mode database typically enables caching data from communal storage on a node's local depot , which the node uses to process queries. With
depot caching enabled, query performance on an Eon Mode database is equivalent to an Enterprise Mode database, where each node stores a
portion of the database locally. In both cases, nodes access locally-stored data to resolve queries.

To further improve performance, you can enable depot warming on an Eon Mode database. When depot warming is enabled, a node that is
undergoing startup preemptively loads its depot with frequently queried and pinned data. When the node completes startup and begins to execute
queries, its depot already contains much of the data it needs to process those queries. This reduces the need to fetch data from communal storage,
and expedites query performance accordingly.

Query performance in an Eon Mode database is liable to decline if its depot is too small. A small depot increases the chance that a query will require
data that is not in the depot. That results in nodes having to retrieve data from communal storage more frequently.

Note
When comparing a cloud-based Eon Mode database to an on-premises Enterprise Mode database, performance differences are typically due to
the overall performance impact of a shared cloud-based virtual environment compared to on-premises dedicated hardware. An Enterprise Mode



database running in the same cloud would have the same performance as the Eon Mode, in most cases.

Installation

An Eon Mode database must have an object store to store its data communally. An Enterprise Mode database does not require any additional storage
hardware beyond the storage installed on its nodes. Depending on the environment you've chosen for your Vertica database (especially if you are
installing on-premises), the need to configure an object store may make your installation a bit more complex.

Because Enterprise Mode does not need additional hardware for data storage, it can be a bit simpler to install. An on-premises Eon Mode install needs
additional hardware and additional configuration for the object store that provides the communal storage.

Enterprise Mode is especially useful for development environments because it does not require additional hardware beyond the nodes you use to run
it. You can even create a single-node Enterprise Mode database, either on physical hardware or on a virtual machine. You can download a
preconfigured single-node Enterprise Mode virtual machine that is ready to run. See Vertica community edition (CE) for more information.

Deploying an Eon Mode database in a cloud environment is usually simpler than an on-premises install. The cloud environments provide their own
object store for you. For example, when you deploy an Eon Mode database in Amazon's AWS, you just need to create an S3 bucket for the communal
data store. You then provide the S3 URL to Vertica when creating the database. There is no need to install and configure a separate data store.

Deploying an Enterprise Mode database in the cloud is similar to installing one on-premises. The virtual machines you create in the cloud must have
enough local storage to store your database's data.

Workload isolation

You often want to prevent intensive workloads from interfering with other potentially time-sensitive workloads. For example, you may want to isolate
ETL workloads from querying workloads. Groups of users that rely on real-time analytics can be isolated from groups that are running batched
reports.

Load Subcluster Query Subcluster

Eon Mode databases offer the best workload isolation option. It allows you to create groups of nodes called subclusters that isolate workloads. A
query only runs on the nodes in a single subcluster. It does not affect nodes outside the subcluster. You can assign different groups of users a
different subcluster to use.

In an Eon Mode database, subclusters and scalability work hand in hand. You often add, remove, stop, and start entire subclusters of nodes, rather
than scaling nodes individually.

Enterprise Mode does not offer subclusters to isolate workloads. You can use features such as resource pools and other settings to give specific
queries priority and access to more resources. However, these features do not truly isolate workloads as subclusters do. See Managing workloads for

an explanation of managing workloads using these features.

Scalability

You can scale a Vertica database by adding or removing nodes to meet changing analytic needs. Scalability is usually more important in cloud
environments where you are paying by the hour for each node in your database. If your database isn't busy, there is no reason to have underused
nodes costing you money. You can reduce the number of nodes in your database during quiet times (weekends and holidays, for example) to save
money.

Scalability is usually less important for on-premises installations. There are limited additional costs involved in having nodes running when they are
not fully in use.

An Enterprise Mode database scales less efficiently than an Eon Mode one. When an Enterprise Mode database scales, it must re-segment (rebalance)
its data to be spread among the new number of nodes.

Scaling Up an Enterphkele Vertica Cluster




Rebalancing is an expensive operation. When scaling the database up, Vertica must break up files and physically move a percentage of the data from
the original nodes to the new nodes. When scaling down, Vertica must move the data off of the nodes that are being removed and distribute it among
the remaining nodes. The database is not available during rebalancing. This process can take 12, 24, or even 36 hours to complete, depending on the
size of the database. After scaling up an Enterprise Mode database, queries should run faster because each node is responsible for less data.
Therefore, each node has less work to do to process each query. Scaling down an Enterprise Mode database usually has the opposite effect—queries
will run slower. See Elastic cluster for more information on scaling an Enterprise Mode database.

Eon Mode databases scale more efficiently because data storage is separate from the computing resources.

Scaling Up &#onMode Vertica Cluster

Communal Communal
Storage Storage

When you scale up an Eon Mode database, the database's data does not need to be re-segmented. Instead, the additional nodes subscribe to
preexisting segments (called shards) of data in communal storage. When expanding the cluster, Vertica rebalances the shards assigned to each node,
rather than physically splitting the data storage and moving in between nodes. The new nodes prepare to process queries by retrieving data from the
communal storage to fill their depots (a local cache of data from the communal storage). The database remains available while scaling and the
process takes minutes rather than hours to complete.

Note

Node subscriptions are slightly more complicated than shown in the previous diagram. To ensure K-safety , each node actually subscribes to a
second shard (or shards, if there are more shards than nodes) to act as a backup in case the node subscribing to those shards goes down. See
Shards and subscriptions for details.

If the number of shards in the communal storage is equal to or higher than the new number of nodes (as shown in the previous diagram), then query
performance improves after expanding the cluster. Each node is responsible for processing less data, so the same queries will run faster after you
scale the cluster up.

You can also scale your database up to improve query throughput. Query throughput improves the number of queries processed by your database in
parallel. You usually care about query throughput when your workload contains many, shorter-running queries ("dashboard queries"). To improve
throughput, add more nodes to your database in a new subcluster . The subcluster isolates queries run by clients connected to it from the other
nodes in the database. Subclusters work independently and in parallel. Isolating the workloads means that your database runs more queries
simultaneously.

Scaling Up an Eon Mode Vertica Cluster for Query Throughput

Communal Communal
Storage Storage

If a subcluster contains more nodes than the number of shards in communal storage, multiple nodes subscribe to the same shard. In this case,
Vertica uses a feature called elastic crunch scaling to execute the query faster. Vertica divides the responsibility for the data in each shard between the
subscribing nodes. Each node only needs to process a subset of the data in the shard it subscribes to. Having less data to process means that each
node usually finishes its part of the query faster. This often translates into the query finishing its executing sooner.

Important

Always make the number of nodes in your Eon Mode subclusters a multiple of the number of shards in the database, or an even divisor of the
number of shards. For example, in a six-shard database, your subclusters should have three, six, or twelve shards. Vertica recommends you never
have more than two shards per node.

A mismatch between the number of shards and the number of nodes can impact performance. For example, suppose you have a six-shard database.
If you expand a subcluster from three to five nodes, one node would still be the only subscriber for two shards. This means that node has to do twice
the work of the other nodes in the subcluster during queries. In this case, you see no benefit from adding the two new nodes, because the node
subscribing to two shards becomes a bottleneck.



Scaling down an Eon Mode database works similarly. Shutting down entire subclusters reduced your database's query throughput. If you remove
nodes from a subcluster, the remaining nodes subscribe to any shards that do not have a subscriber. This process is fast, and the database remains
running while it is happening.

Expandability
As you load more data into your database, you may eventually need to expand its data storage. Because Eon Mode databases separate compute from
storage, you often expand its storage without changing the number of nodes.

In a cloud environment, you usually do not have a limit on storage. For example, an AWS S3 bucket can store as much data as you want. As long as you
are willing to pay for additional storage charges, you do not have to worry about expanding your database's storage.

When you install Eon Mode on-premises, how you expand storage depends on the object store you are using. For example, Pure Storage FlashBlades
support hot plugging new blades to add additional storage. This feature lets you expand the storage in your Eon Mode database with no downtime.
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In most cases, you usually query a subset of the data in your database (called the working data set). Eon Mode's decoupling of compute and storage
let you size your compute (the number of nodes in your database) to the working data set and your desired performance rather than to the entire
data set.

For example, if you are performing time series analysis in which the active data set is usually the last 30 days, you can size your cluster to manage 30
days' worth of data. Data older than 30 days simply grows in communal storage. The only reason you need to add more nodes to your Eon Mode
database is to meet additional workloads. On the other hand, if you want very high performance on a small data set, you can add as many nodes as
you need to obtain the performance you want.

In an Enterprise Mode database, nodes are responsible for storage as well as compute. Because of the tight coupling between compute and storage,
the best way to expand storage in an Enterprise Mode database is to add new nodes. As mentioned in the Scalability section, adding nodes to an
Enterprise Mode database requires rebalancing the existing data in the database.

Due to the disruption rebalancing causes to the database, you usually expand the storage in an Enterprise Mode database infrequently. When you do
expand its storage, you usually add significant amounts of storage to allow for future growth.

Adding nodes to increase storage has the downside that you may be adding compute power to your cluster that isn't really necessary. For example,
suppose you are performing time-series analysis that focuses on recent data and your current cluster offers you enough query performance to meet
your needs. However, you need to add additional storage to keep historical data. In this case, adding new nodes to your database for additional
storage adds computing power you really don't need. Your queries may run a bit faster. However, the slight benefit of faster results probably does not
justify the costs of adding more computing power.

Eon Mode concepts

Eon Mode separates the computational processes from the communal storage layer of your database. This separation gives you the ability to store
your data in a single location (such as S3 on AWS or Pure Storage) and elastically vary the number of compute nodes connected to that location
according to your computational needs. You can adjust the size of your cluster without interrupting analytic workloads, adding or removing nodes as
the volume of work changes

The following topics explain how Eon Mode works.

In this section
e Fon Mode architecture

¢ Shards and subscriptions

e Subclusters

e Flasticity

e Data integrity and high availability in an Eon Mode database

® Stopping, starting, terminating, and reviving Eon Mode database clusters




Eon Mode architecture

Eon Mode separates the computational resources from the storage layer of your database. This separation gives you the ability to store your data in a
single location. You can elastically vary the number of nodes connected to that location according to your computational needs. Adjusting the size of
your cluster does not interrupt analytic workloads.

You can create an Eon Mode database either in a cloud environment, or on-premises on your own systems.

Eon Mode Vertica Cluster

Node

Eon Mode is suited to a range of needs and data volumes. Because compute and storage are separate, you can scale them separately.
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Communal storage

Instead of storing data locally, Eon Mode uses a single communal storage location for all data and the catalog (metadata). Communal storage is the
database's centralized storage location, shared among the database nodes. Communal storage is based on an object store, such as Amazon's S3in
the cloud or a PureStorage FlashBlade appliance in an on-premises deployment. In either case, Vertica relies on the object store to maintain the
durable copy of the data.

Communal storage has the following properties:

e Communal storage in the cloud is more resilient and less susceptible to data loss due to storage failures than storage on disk on individual
machines.

e Any data can be read by any node using the same path.

e Capacity is not limited by disk space on nodes.

e Because data is stored communally, you can elastically scale your cluster to meet changing demands. If the data were stored locally on the nodes,
adding or removing nodes would require moving significant amounts of data between nodes to either move it off of nodes that are being
removed, or onto newly-created nodes.

Communal storage locations are listed in the STORAGE_LOCATIONS system table with a SHARING_TYPE of COMMUNAL.

Within communal storage, data is divided into portions called shards . Shards are how Vertica divides the data among the nodes in the database.
Nodes subscribe to particular shards, with subscriptions balanced among the nodes. When loading or querying data, each node is responsible for the
data in the shards it subscribes to. See Shards and subscriptions for more information.

Depot storage

A potential drawback of communal storage is its speed, especially in cloud environments. Accessing data from a shared cloud location is slower than
reading it from local disk. Also, the connection to communal storage can become a bottleneck if many nodes are reading data from it at once. To
improve data access speed, the nodes in an Eon Mode database maintain a local disk cache of data called the depot. When executing a query, the



nodes first check whether the data it needs is in the depot. If it is, then the node finishes the query using the local copy of the data. If the data is not in
the depot, the node fetches the data from communal storage, and saves a copy in the depot.

The node stores newly-loaded data in the depot before sending it to communal storage. See Loading Data below for more details.

By default, Vertica sets the maximum size of the depot to be 60% of the total disk space of the filesystem that stores the depot. You can adjust the size
of the depot if you wish. Vertica limits the size of the depot to a maximum of 80% of the filesystem that contains it. This upper limit ensures enough
disk space for other uses, such as temporary files that Vertica creates during data loads.

Each node also stores a local copy of the database catalog.

Loading data

In Eon Mode, COPY statements usually write to read optimized store (ROS) files in a node's depot to improve performance. The COPY statement
segments, sorts, and compresses for high optimization. Before the statement commits, Vertica ships the ROS files to communal storage.

Because a load is buffered in the depot on the node executing the load, the size of your depot limits the amount of data you can load in a single
operation. Unless you perform multiple loads in parallel sessions, you are unlikely to encounter this limit.

Note

If your data loads do overflow the amount of space in your database's depot, you can tell Vertica to bypass the depot and load data directly into
communal storage. You enable direct writes to communal storage by setting the UseDepotForWrites configuration parameter to 0. See Eon
Mode parameters for more information. Once you have completed your large data load, switch this parameter back to 1 to re-enable writing to
the depot.

At load time, the participating nodes write files to the depot and synchronously send them to communal storage. The data is also sent to all nodes
that subscribe to the shard into which the data is being loaded. This mechanism of sending data to peers at load time improves performance if a node
goes down, because the cache of the peers who take over for the down node is already warm. The file compaction mechanism (mergeout) puts its
output files into the cache and also uploads them to the communal storage.

The following diagram shows the flow of data during a COPY statement.
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Querying data

Vertica uses a slightly different process to plan queries in Eon Mode to incorporate the sharding mechanism and remote storage. Instead of using a
fixed-segmentation scheme to distribute data to each node, Vertica uses the sharding mechanism to segment the data into a specific number of
shards that at least one (and usually more) nodes subscribes to. When the optimizer selects a projection, the layout for the projection is determined
by the participating subscriptions for the session. The optimizer generates query plans that are equivalent to those in Enterprise Mode. It selects one
of the nodes that subscribes to each shard to participate in query execution.

Vertica first tries to use data in the depot to resolve a query. When the data in the depot cannot resolve the query, Vertica reads from the communal
storage. You could see an impact on query performance when a substantial number of your queries read from the communal storage. If this is the
case, then you should consider re-sizing your depot or use depot system tables to get a better idea of what is causing the issue. You can use
ALTER_LOCATION_SIZE to change depot size.

Workload isolation and scaling

Eon Mode lets you define subclusters that divide up your nodes to isolate workloads from one another. You can also use subclusters to ensure that
scaling down your cluster does not result in Vertica going into read-only mode to maintain data integrity. See Subclusters for more information.



Shards and subscriptions

In Eon Mode, Vertica stores data communally in a shared data storage location (for example, in S3 when running on AWS). All nodes are capable of
accessing all of the data in the communal storage location. In order for nodes to divide the work of processing queries, Vertica must divide the data
between them in some way. It breaks the data in communal storage into segments called shards. Each node in your database subscribes to a subset
of the shards in the communal storage location. The shards in your communal storage location are similar to a collection of segmented projections in
an Enterprise Mode database.

When K-safety is 1 or higher (high availability), each shard has more than one node subscribing to it in each subcluster. One of the subscribers is
responsible for executing queries involving the shard. The other subscribers act as backups. If the main subscriber shuts down or is stopped, then
another subscriber takes its place. See Data integrity and high availability in an Eon Mode database for more information.
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Each shard in the database has a primary subscriber. This subscriber is a primary node that maintains the data in the shard by planning Tuple Mover
operations on it. This node can delegate executing these actions to another node in the database cluster. See Tuple mover for more information
about these operations. If the primary subscriber node is stopped or goes down, Vertica chooses another primary node that subscribes to the shard
as the shard's primary subscriber. If all of the primary nodes that subscribe to a shard go down or are stopped, your database goes into read-only
mode to maintain data integrity. Any primary node that is the sole subscriber to a shard is a critical node .

A special type of shard called a replica shard stores metadata for unsegmented projections. Replica shards exist on all nodes.

You define the number of shards when you create your database. For the best performance, the number of shards you choose should be no greater
than 2x the number of nodes. At most, you should limit the shard-to-node ratio to no greater than 3:1. MC warns you to take all aspects of shard count
into consideration. The number of shards should always be a multiple (or an even divisor) of the number of nodes in your database. See Choosing the
Number of Shards and the Initial Node Count for more information.

After database creation, you can change the number of shards in your database with RESHARD_DATABASE . See Change the number of shards in the
database for details.

For efficiency, Vertica transfers metadata about shards directly between database nodes. This peer-to-peer transfer applies only to metadata; the
actual data that is stored on each node gets copied from communal storage to the node's depot as needed.

Subclusters

Because Eon Mode separates compute and storage, you can create subclusters within your cluster to isolate work. For example, you might want to
dedicate some nodes to loading data and others to executing queries. Or you might want to create subclusters for dedicated groups of users (who
might have different priorities). You can also use subclusters to organize nodes into groups for easily scaling your cluster up and down.

Every node in your Eon Mode database must belong to a subcluster. This requirement means your database must always have at least one
subcluster. When you create a new Eon Mode database, Vertica creates a subcluster named default_subcluster that contains the nodes you create on
database creation. If you add nodes to your database without assigning them to a subcluster, Vertica adds them to the default subcluster. You can
choose to designate another subcluster as the default subcluster, or rename default_subcluster to something more descriptive. See Altering subcluster

settings for more information.

Using subclusters for work isolation



Database administrators are often concerned about workload management. Intense analytics queries can consume so many resources that they
interfere with other important database tasks, such as data loading. Subclusters help you prevent resource issues by isolating workloads from one
another.

In Eon Mode, by default, queries only run on nodes in the subcluster that contains the initiator node. For example, consider the two subclusters
shown in the following diagram. If you are connected to Node 4, your queries would run on nodes 4 through 9.

Load Subcluster Query Subcluster

Similarly, queries started on Node 1 only run on nodes 1 through 3.

This isolation lets you configure your database cluster to prevent workloads from interfering with each other. You can assign subclusters to specific
tasks such as loading data, performing in-depth analytics, and short-running dashboard queries. You can also create subclusters for different groups
in your organization, so their workloads do not interfere with one another. You can tune the settings of each subcluster (resource pools, for example)
to match their specific workloads.

Subcluster types

There are two types of subclusters: primary and secondary.

Primary subclusters form the core of your Vertica database. They are responsible for planning the maintenance of the data in the communal storage.
Your primary subclusters must always be running. If all of your primary subclusters shut down, your database shuts down because it cannot maintain
the data in communal storage without a primary subcluster.

Usually, you have just a single primary subcluster in your database. You can choose to have multiple primary subclusters. Additional primary
subclusters can make your database more resilient to having primary nodes fail. However, additional primary subclusters make your database less
scalable. You usually do not dynamically add or remove nodes from primary subclusters or shut them down to scale your database. In most cases, a
single primary subcluster is enough.

Secondary subclusters are designed for dynamic scaling: you add and remove or start and stop these subclusters based on your analytic needs. They
are not essential for maintaining your database's data. So, you can easily add, remove, and scale up or down secondary subclusters without impacting
the database's ability to run normally.

The nodes in the subcluster inherit their primary or secondary status from the subcluster that contains them; primary subclusters contain primary
nodes and secondary subclusters contain secondary nodes.

Subcluster types and elastic scaling

The most important difference between primary and secondary subclusters is their impact on how Vertica determines whether the database is K-Safe
and has a quorum . Vertica only considers the nodes in primary subclusters when determining whether all of the shards in the database have a
subscribing node. It also only considers primary nodes when determining whether more than half the nodes in the database are running (also known
as having a quorum of primary nodes). If either of these conditions is not met, the database goes into read-only mode to prevent data corruption. See
Data integrity and high availability in an Eon Mode database for more information about how Vertica maintains data integrity.

Vertica does not consider the secondary nodes when determining whether the database has shard coverage or a quorum of nodes. This fact makes
secondary subclusters perfect for managing groups of nodes that you plan to expand and reduce dynamically. You can stop or remove an entire
subcluster of secondary nodes without forcing the database into read-only mode.

Minimum subcluster size for K-safe databases

In a K-safe database, subclusters must have at least three nodes in order to operate. Each subcluster tries to maintain subscriptions to all shards in
the database. If a subcluster has less than three nodes, it cannot maintain redundant shard coverage where each shard has at least two subscribers in
the subcluster. Without redundant coverage, the subcluster cannot continue processing queries if it loses a node. Vertica returns an error if you
attempt to rebalance shards in a subcluster with less than three nodes in a K-safe database.

See also

® Fon Mode architecture

e Adding and removing nodes from subclusters
e Altering subcluster settings

e Change the number of shards in the database




e Configuring your Vertica cluster for Eon Mode

Elasticity

Elasticity refers to the ability for you adjust your database to changing workload demands by adding or removing nodes. When your database
experiences high demand, you can add new nodes or start stopped nodes to increase the amount of compute available. When your database
experiences lower demands (such as during holidays or weekends) you can stop or terminate nodes to save money. You can also gradually add nodes
over time as your database demands grow.

All nodes in an Eon Mode database belong to a subcluster. By choosing which subclusters get new nodes, you can affect how the new nodes impact
your database. There are two goals you can achieve when adding nodes to your database:

e Improve query throughput: higher throughput means your database processes more queries simultaneously. You often want to improve
throughput when you have a workload of "dashboard queries": many relatively short-running queries. In this case, speeding up the processing of
individual queries is not as important as having more queries run in parallel.

e Improve query performance: higher query performance means that your complex in-depth analytic queries complete faster.

Scaling for query throughput

To scale for query throughput, add additional nodes to your database in one or more new subclusters . Subclusters independently process queries: a
query only runs on the nodes in the subcluster containing the initiator node. By adding one or more subclusters, your database can process more
queries at the same time. For the best performance, add the same number of nodes to each new subcluster as there are shards in the database. For
example, if you have 6 shards in your database, add 6 nodes to each new subcluster you create.

To take advantage of the improved throughput offered by the new subclusters, clients must connect to them. The best way to ensure your users take
advantage of the subclusters you have added for throughput scaling is to create connection load balancing policies that spread client connections
across the all nodes in all of these subclusters. See Connection load balancing policies for more information.

Subclusters also organize nodes into groups that can easily be stopped or started together. This feature makes expanding and shrinking your
database easier. See Starting and stopping subclusters for details.

Scaling for query performance

To improve the performance of individual queries in a subcluster, add more nodes to it. Queries perform faster when there is more computing power
available to process them.

Adding nodes is especially effective if your subcluster has less nodes than there are shards in the database. In this case, nodes are responsible for
processing data in multiple shards. When you add more nodes, the newly-added nodes take over responsibility for some of the shards. With less data
to process, each node finishes their part of the query faster, resulting in better overall performance. For the best performance, make the number of
nodes in the subcluster an even divisor of (or equal to) the number of shards in the database. For example, in a 12-shard database, make the number
of nodes in the subcluster 3, 6, or 12.

You can further improve query performance by adding more nodes than there are shards in the database. When nodes outnumber shards, multiple
nodes in the subcluster subscribe to the same shard. In this case, when processing a query, Vertica uses a feature called elastic crunch scaling (ECS) to
have all of the nodes in the subcluster take part in the query. ECS assigns a subset of the data in each shard to the shard's subscribers. For example, in
six-node subcluster in a a three-shard database, each shard has two subscribers. ECS assigns each of the subscribers half of the data in the shard to
process during queries. In most cases, with less data to process, the nodes finish executing the query faster. When adding more nodes than shards to
a subcluster, make the number of nodes a multiple of the number of shards to ensure an even distribution. For example, in a three-shard database,
make the number of nodes in the subcluster 6, 9, 12, and so on.

Using different subclusters for different query types

You do not have to choose one form of elasticity over the other in your database. You can create a group of subclusters to improve query throughput
and one or more subclusters that improve query performance. The difference between the two subcluster types is mainly the number of subclusters
you create and the number of nodes they contain. To improve throughput, add a multiple subclusters that contain a number of nodes that is equal to
or less than the number of shards in the database. The more subclusters you add, the greater the throughput you achieve. To improve query
performance, add one or more subclusters where the number of nodes is a multiple of the number of shards in the database.

Once you have created your set of subclusters, you must have clients connect to the correct subcluster for the types of queries they will run. For client:
executing frequent, simple dashboard queries, create a connection load balancing policy that connects them to nodes in the throughput scaling
subclusters. For clients running more complex analytic queries, create another load balancing policy that connects them to nodes in the performance
scaling subcluster.

For details on scaling your Eon Mode database, see Scaling your Eon Mode database .

Data integrity and high availability in an Eon Mode database



The nodes in your Eon Mode database's primary subclusters are responsible for maintaining the data in your database. These nodes (collectively
called the database's primary nodes ) plan the Tuple Mover mergeout operations that manage the data in the shards. They can also execute these
operations if they are the best candidate to do so (see The Tuple Mover in Eon Mode Databases ).

The primary nodes can be spread across multiple primary subclusters—they all work together to maintain the data in the shards. The health of the
primary nodes is key for your database to continue running normally.

The nodes in secondary subclusters do not plan Tuple Mover operations. They can execute Tuple Mover mergeout operations if a primary node
assigns it to them. Your database cluster can lose all of its secondary nodes and still maintain the data in the shards.

Maintaining data integrity the is top goal of your database. If your database loses too many primary nodes, it cannot safely process data. In this case, it
goes into read-only mode to prevent data inconsistency or corruption.

High availability (having the database continue running even if individual nodes are lost) is another goal of Vertica. It has several redundancy features
to help it prevent downtime. With these features enabled, your database continues to run even if it loses one or more primary nodes.

There are two requirements for the database to continue normal operations: maintaining quorum, and maintaining shard coverage.

Maintaining quorum

The basic requirement for the primary nodes in your Eon Mode database is maintaining a quorum of primary nodes running at all times. To maintain
quorum, more than half of the primary nodes (50% plus 1) must be up. For example, in a database with 6 primary nodes, at least 4 of them must be
up. If half or more of the primary nodes are down, your database goes into read-only mode to prevent potential data integrity issues. In a database
with 6 primary nodes, the database goes into read-only if it loses 3 or more of them. See Read-Only Mode below.

Vertica only counts the primary nodes that are currently part of the database when determining whether the database has quorum. Removing
primary nodes cannot result in a loss of quorum. During the removal process, Vertica adjusts the node count to prevent the loss of quorum.

At a minimum, your Eon Mode database must have at least one primary node to function. In most cases, it needs more than one. See Minimum Node
Requirements for Eon Mode Database Operation below.

Maintaining shard coverage

In order to continue to process data, your database must be able to maintain the data in its shards. To maintain the data, each shard must have a
subscribing primary node that is responsible for running the Tuple Mover on it. This requirement is called having shard coverage. If one or more
shards do not have a primary node maintaining its data, your database loses shard coverage and goes into read-only mode ( explained below ) to
prevent possible data integrity issues.

The measure of how resilient your Eon Mode database is to losing a primary node is called its K-safety level. The value K is the number of redundant
shard subscriptions your Eon Mode database cluster maintains. It also represents the number of primary nodes in your database that can fail and still
be able to run safely. In many cases, your database can lose more than K nodes and still continue to run normally, as long as it maintains shard
coverage.

Vertica recommends that your database always have a K-safety value of 1 (K=1). In a K=1 database, each shard has two subscribers: a primary
subscriber that is responsible for the shard, and a secondary subscriber that can fill in if the primary subscriber is lost. The primary subscriber is
responsible for running the Tuple Mover on the data in the shard. The secondary subscriber maintains a copy of the shard's catalog metadata. so it
can fill in if the primary subscriber is lost.

If a shard's primary subscriber fails, the secondary subscriber fills in for it. Because it does not maintain a separate depot for its secondary
subscription, the secondary subscriber always directly accesses the shard's data in communal storage. This direct access impacts your database's
performance while a secondary subscriber fills in for a primary subscriber. For this reason, always restart or replace a down primary node as soon as
possible.

With primary and secondary subscribers in a K=1 database, the loss of a single primary node does not affect the database's ability to process and
maintain data. However, if the secondary subscriber fails while standing in for the primary subscriber, your database would lose shard coverage. and
be forced to go into read-only mode.

Elastic K-safety

Vertica uses a feature called elastic K-safety to help limit the possibility of shard coverage loss. By default, if either the primary or secondary subscriber
to a shard fails, Vertica subscribes an additional primary node to the shard. This subscription takes time to be established, as the newly-subscribed
node must get a copy of the shard's metadata. If the shard's sole subscriber fails while the new subscriber is getting the shard's metadata, the
database loses shard coverage and can shut down. Once the newly-subscribed node gets a copy of the metadata, it is able to take over maintenance
of the shard in case the other subscriber fails. At this point, your database once again has two subscribers for the shard.

Once the down nodes recover and rejoin the subcluster, Vertica removes the subscriptions it added for elastic K-safety. Once all of the nodes rejoin
the cluster, the shard subscriptions are the same as they were before the node loss.



With elastic K-safety, your database could manage to maintain shard coverage through the gradual loss of primary nodes, up to the point that it loses
quorum. As long as there is enough time for newly-subscribed nodes to gather the shard's metadata, your database is able to maintain shard
coverage. However, your database could still be forced into read-only mode due to loss of shard coverage if it lost the primary and secondary
subscribers to a shard before a new primary node could complete the process of subscribing to the shard.

Note

Vertica stops adding new subscriptions when your database gets close to losing quorum. It continues to add new subscriptions if your cluster
has more than N + 2 + K+ 1 primary nodes up, where N is the total number of primary nodes in the database. For example, if you have 10
primary nodes in your K=1 database, Vertica adds new subscriptions as long as the number of primary nodes that are up is greater than 7 (10 + 2
+1 +1). If the number of up primary nodes falls to 6 in this database, adding an additional subscription does not make sense. Losing another
primary node would force the database to shut down due to a loss of quorum.

Database read-only mode

If your database loses either quorum or primary shard coverage, it goes into read-only mode. This mode prevents potential data corruption that could
result when too many nodes are down or unable to reach other nodes in the database. Read-only mode prevents changes being made to the
database that require updates to the global catalog.

DML and DDL in read-only mode

In read-only mode, statements that change the global catalog (such as most DML and DDL statements) fail with an error message. For example,
executing DDL statements such as CREATE TABLE while the database is in read-only mode results in the following error:

=> CREATE TABLE t (a INTEGER, b VARCHAR);
ERROR 10428: Transaction commit aborted since the database is currently in read-only mode
HINT: Commits will be restored when the database restores the quorum

DML statements such as COPY return a different error. Vertica stops them from executing before they perform any work:

=> COPY warehouse_dimension from stdin;
ERROR 10422: Running DML statements is not possible in read-only mode
HINT: Running DMLs will be restored when the database restores the quorum

By returning the error early, Vertica avoids performing all of the work required to load data, only to fail when it tries to commit the transaction.

DDL and DML statements that do not affect the global catalog still work. For example, you can create a local temporary table and load data into it
while the database is in read-only mode.
Queries in read-only mode

Queries can run on any subcluster that has shard coverage. For example, suppose you have an Eon Mode database with a 3-node primary and a 3-
node secondary subcluster. If two of the primary nodes go down, the database loses quorum and goes into read-only mode. The primary subcluster
also loses shard coverage, because two of its nodes are down. The remaining node does not have a subscription to at least some of the shards. In this
case, queries on the remaining primary node (except for some system table queries) always fail:

=> SELECT * FROM warehouse_dimension;
ERROR 9099: Cannot find participating nodes to run the query

The secondary subcluster still has shard coverage so you can execute queries on it.

Monitoring read-only mode

Besides noticing DML and DDL statements returning errors, you can determine whether the database has gone into read-only mode by monitoring
system tables:

e The NODES system table has a column named is_readonly that becomes true for all nodes when the database is in read-only mode.



=> SELECT node_name, node_state, is_primary, is_readonly, subcluster_name FROM nodes;

node_name | node_state | is_primary | is_readonly | subcluster_name
v_verticadb_node0001 | UP |t | t | default_subcluster
v_verticadb_node0002 | DOWN | t |t | default_subcluster
v_verticadb_node0003 | DOWN | t | t | default_subcluster
v_verticadb_node0004 | UP | f | t | analytics
v_verticadb_node0005 | UP | f | t | analytics
v_verticadb_node0006 | UP | f | t | analytics
(6 rows)

e When the database goes into read-only mode, every node that is still up in the database records a Cluster Read-only event (event code 20). You
can find these events by querying the event monitoring system tables such as ACTIVE_EVENTS :
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=> SELECT * FROM ACTIVE_EVENTS WHERE event_code = 20;

-[ RECORD 1] +

node_name | v_verticadb_node0001

event_code | 20

event_id |0

event_severity | Critical

event_posted_timestamp | 2021-11-22 15:57:24.514475+00
event_expiration | 2089-12-10 19:11:31.514475+00

event_code_description | Cluster Read-only
event_problem_description | Cluster cannot perform updates due to quorum loss and can only be queried

reporting_node | v_verticadb_node0001
event_sent_to_channels | Vertica Log

event_posted_count [ 1

-[ RECORD 2] +

node_name | v_verticadb_node0004

event_code |20

event_id |0

event_severity | Critical

event_posted_timestamp | 2021-11-22 15:57:24.515022+00
event_expiration | 2089-12-10 19:11:31.515022+00

event_code_description | Cluster Read-only
event_problem_description | Cluster cannot perform updates due to quorum loss and can only be queried

reporting_node | v_verticadb_node0004
event_sent_to_channels | Vertica Log

event_posted_count |1

-[ RECORD 3] +

node_name | v_verticadb_node0005

event_code | 20

event_id |0

event_severity | Critical

event_posted_timestamp | 2021-11-22 15:57:24.515019+00
event_expiration | 2089-12-10 19:11:31.515019+00

event_code_description | Cluster Read-only
event_problem_description | Cluster cannot perform updates due to quorum loss and can only be queried

reporting_node | v_verticadb_node0005
event_sent_to_channels | Vertica Log

event_posted_count |1

-[ RECORD 4] +

node_name | v_verticadb_node0006

event_code | 20

event_id |0

event_severity | Critical

event_posted_timestamp | 2021-11-22 15:57:24.515172+00
event_expiration | 2089-12-10 19:11:31.515172+00

event_code_description | Cluster Read-only
event_problem_description | Cluster cannot perform updates due to quorum loss and can only be queried

reporting_node | v_verticadb_node0006
event_sent_to_channels | Vertica Log
event_posted_count |1

See Monitoring events .

Recover from read-only mode

To recover from read-only mode, restart the down nodes. Restarting the nodes resolves loss of quorum or loss of primary shard coverage that caused
the database to go into read-only mode.



Once the down nodes restart and rejoin the database, Vertica restarts on the nodes that were in read-only mode. This step is necessary to allow the
nodes to resubscribe to their shards. During this restart, client connections to these nodes will drop. For example, users connected via vsql to one of
the nodes where Vertica is restarting see the message:

server closed the connection unexpectedly
This probably means the server terminated abnormally
before or while processing the request.
The connection to the server was lost. Attempting reset: Succeeded.

Users using vsql to connect to nodes as Vertica restarts see the message:

vsql: FATAL 4149: Node startup/recovery in progress. Not yet ready
to accept connections

Once Vertica restarts on the nodes, the database resumes normal operation.

When Vertica sets the K-safety value in an Eon Mode database

When you have three or more primary nodes in your database, Vertica automatically sets the database's K-safety to 1 (K=1). It also automatically
configures shard subscriptions so that each node can act as a backup for another node, as described in Maintaining Shard Coverage .

This behavior is different than an Enterprise Mode database, where you must design your database's physical schema to meet several criteria before
you can have Vertica mark the database as K-safe. See Difference Between Enterprise Mode and Eon Mode K-safe Designs below for details.

Note
Databases with less than three primary nodes have no data redundancy (K=0). Vertica recommends you only use a database with less than three
primary nodes for testing.

Minimum node requirements for Eon Mode database operation

The K-safety level of your database determines the minimum number of primary nodes it must have:

e When K=0, your database must have at least 1 primary node. Setting K to 0 allows you to have a single-node Eon Mode database. Note that in a
K=0 database, the loss of a primary node will result in the database going into read-only mode.

e When K=1 (the most common case), your database must have at least three primary nodes. This number of primary nodes allows Vertica to
maintain data integrity if a primary node goes down.

e |f you want to manually set the K-safe value to 2 (see Difference Between Enterprise Mode and Eon Mode K-safe Designs below) you must have at
least 5 primary nodes.

Vertica prevents you from removing primary nodes if your cluster would fall below the lower limit for your database's K-safety setting. If you want to
remove nodes in a database at this lower limit, you must lower the K-safety level using the MARK_DESIGN_KSAFE function and then call
REBALANCE_SHARDS .

Critical nodes and subclusters

Vertica designates any node or subcluster in the database whose loss would cause the database to go into read-only mode as critical. For example, in
an Eon Mode database, when a primary node goes down, nodes with secondary subscriptions to its shards take over maintaining the shards' data.
These nodes become critical. Their loss would cause the database to lose shard coverage and be forced to go into read-only mode.

Note

When elastic K-safety is enabled (which is the default) Vertica subscribes additional primary nodes to a down primary node's shards. After these
nodes finish subscribing by getting a copy of the shard's metadata, they are ready to fill in if the secondary subscriber also goes down. When this
happens, the node filling in for the down node is no longer considered critical.

Vertica maintains a list of critical nodes and subclusters in two system tables: CRITICAL_NODES and CRITICAL_SUBCLUSTERS . Before stopping nodes
or subclusters, check these tables to ensure the node or subcluster you intend to stop is not critical.

Difference between Enterprise Mode and Eon Mode K-safe designs

In an Enterprise Mode database, you use the MARK_DESIGN_KSAFE function to enable high availability in your database. You call this function after
you have designed your database's physical schema to meet all the requirements for K-safe design (often, by running the database designer). If you
attempt to mark your database as K-safe when the physical schema does not support the level K-safety you pass to MARK_DESIGN_KSAFE, it returns ar
error. See Designing segmented projections for K-safety for more information.




In Eon Mode, you do not need to use the MARK_DESIGN_KSAFE because Vertica automatically makes the database K-safe when you have three or
more primary nodes. You can use this function to change the K-safety level of your database. In an Eon Mode database, this function changes how
Vertica configures shard subscriptions. You can call MARK_DESIGN_KSAFE with any level of K-safety you want. It only has an effect when you call
REBALANCE_SHARDS to update the shard subscriptions for the nodes in your database.

Note
Usually, you do not use a K-safety value of greater than 1 in a cloud-based Eon Mode database. Adding replacement nodes to a cluster is easy in
a cloud environment.

Stopping, starting, terminating, and reviving Eon Mode database clusters

If you do not need your Eon Mode database for a period of time, you can choose to stop or terminate its cluster. Stopping or terminating the cluster
saves you money when running in cloud environments.

Stopping and starting a database cluster

When you stop your database cluster, you shut down the nodes in the cluster. Shutting down the cluster is an additional step beyond just shutting
down the database. When you shut down the cluster in cloud environments, the node's instances no longer run but are still defined in the cloud
platform. You can quickly restart the cluster and database when you need to use it again.

Stopping the database cluster is the best option to use when you will not need it for a short to medium time frame. For example, if no one accesses
your database on weekends or holidays, you may consider stopping the cluster.

You save money when you shut down your database cluster in cloud environments. Stopped clusters do not consume expensive CPU resources.
Stopped clusters can still cost you money, however. If you configured your nodes with persistent local storage, your cloud provider usually still charges
a small amount to maintain that storage space.

Terminating and reviving a database cluster

Terminating a database cluster frees up the resources used by the database cluster's nodes.

On a cloud platform, terminating the database cluster deletes the node's virtual machine instances. The database's data and catalog remain stored in
communal storage. You can restart the database by reviving it. When you revive a database, you provision a new database cluster and configure it to
use the database's data and metadata stored in communal storage.

Note

You cannot revive sandboxed subclusters. If you call the revive_db admintools command on a cluster with both sandboxed and unsandboxed
subclusters, the nodes in the unsandboxed subclusters start as expected, but the nodes in the sandboxed subclusters remain down. Attempting
to revive only a sandboxed subcluster returns an error.

In an on-premises Eon Mode database, terminating the database cluster usually means shutting down the database and then repurposing the
hardware that the nodes ran on.

Terminating the database cluster is the best option for when you will not need the database for an extended period (or if you are unsure whether you
will ever need the database again). As long as you do not delete the communal storage location, you can get your database running again by reviving
it.

To revive a database, you create a new Vertica Eon Mode cluster and configure it to use the database's communal storage location. The easiest way to
revive a database in the cloud is to use the Management Console. It provisions a new Eon Mode cluster for you, and then revives the database onto it.

Reviving a database takes longer than starting a stopped database. Even if you use the MC to automate the process, provisioning a new set of nodes
takes much longer than just restarting stopped nodes. When the new nodes start for the first time, they must load data from communal storage from
scratch.

Terminating the database cluster can save you more money over simply stopping the database when the database's nodes have persistent local
storage. Cloud providers usually charge you a small recurring fee for the space consumed by persistent local storage on the nodes.

See also
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e Altering subcluster settings

Enterprise Mode concepts

In an Enterprise Mode Vertica database, the physical architecture is designed to move data as close as possible to computing resources. This
architecture differs from a cluster running in Eon Mode which is described in Eon Mode concepts .

The data in an Enterprise Mode database is spread among the nodes in the database. Ideally, the data is evenly distributed to ensure that each node
has an equal amount of the analytic workload.

Enterprise Mode Vertica Cluster
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Hybrid data store

When running in Enterprise Mode, Vertica stores data on the database in read optimized store (ROS) containers. ROS data is segmented, sorted, and
compressed for high optimization. To avoid fragmentation of data among many small ROS containers, Vertica periodically executes a mergeout
operation, which consolidates ROS data into fewer and larger containers.

Data redundancy

In Enterprise Mode, each node of the Vertica database stores and operates on data locally. Without some form of redundancy, the loss of a node
would force your database to shut down, as some of its data would be unavailable to service queries.

You usually choose to have your Enterprise Mode database store data redundantly to prevent data loss and service interruptions should a node shut
down. See K-safety in an Enterprise Mode database for details.

In this section
e K-safety in an Enterprise Mode database

e High availability with projections
e High availability with fault groups

K-safety in an Enterprise Mode database

K-safety sets the fault tolerance in your Enterprise Mode database cluster. The value K represents the number of times the data in the database
cluster is replicated. These replicas allow other nodes to take over query processing for any failed nodes.

Note
K-safety works in a similar manner in an Eon Mode database, with several important differences. See Data integrity and high availability in an
Eon Mode database for details.

In Vertica, the value of K can be zero (0), one (1), or two (2). If a database with a K-safety of one (K=1) loses a node, the database continues to run
normally. Potentially, the database could continue running if additional nodes fail, as long as at least one other node in the cluster has a copy of the
failed node's data. Increasing K-safety to 2 ensures that Vertica can run normally if any two nodes fail. When the failed node or nodes return and
successfully recover, they can participate in database operations again.

Note
If the number of failed nodes exceeds the K value, some the data may become unavailable. In this case, the database is considered unsafe and
automatically shuts down. However, if every data segment is available on at least one functioning cluster node Vertica continues to run safely.



Potentially, up to half the nodes in a database with a K-safety of 1 could fail without causing the database to shut down. As long as the data on each
failed node is available from another active node, the database continues to run.

Note
If half or more of the nodes in the database cluster fail, the database automatically shuts down even if all of the data in the database is available
from replicas. This behavior prevents issues due to network partitioning.

Note
The physical schema design must meet certain requirements. To create designs that are K-safe, Vertica recommends using the Database
Designer .

Buddy projections

In order to determine the value of K-safety, Vertica creates buddy projections , which are copies of segmented projections distributed across database
nodes. (See Segmented projections and Unsegmented projections .) Vertica distributes segments that contain the same data to different nodes. This
ensures that if a node goes down, all the data is available on the remaining nodes.

K-Safety example

This diagram above shows a 5-node cluster with a K-safety level of 1. Each node contains buddy projections for the data stored in the next higher node
(node 1 has buddy projections for node 2, node 2 has buddy projections for node 3, and so on). If any of the nodes fail, the database continues to run.
The database will have lower performance because one of the nodes must handle its own workload and the workload of the failed node.

The diagram below shows a failure of Node 2. In this case, Node 1 handles processing for Node 2 since it contains a replica of node 2's data. Node 1
also continues to perform its own processing. The fault tolerance of the database falls from 1 to 0, since a single node failure could cause the database
to become unsafe. In this example, if either Node 1 or Node 3 fails, the database becomes unsafe because not all of its data is available. If Node 1
fails,Node 2's data is no longer be available. If Node 3 fails, its data is no longer available, because node 2 is down and could not use the buddy
projection. In this case, nodes 1 and 3 are considered critical nodes. In a database with a K-safety level of 1, the node that contains the buddy
projection of a failed node, and the node whose buddy projections are on the failed node, always become critical nodes.

Node 2

Buddy Projection = 3

Node 5

Buddy Projection = 1

Node 3

Buddy Projection = 4

Node 4

Buddy Projection = 5

With Node 2 down, either node 4 or 5 could fail and the database still has all of its data available. The diagram below shows that if node 4 fails, node 3
can use its buddy projections to fill in for it. In this case, any further loss of nodes results in a database shutdown, since all the nodes in the cluster are
now critical nodes. In addition, if one more node were to fail, half or more of the nodes would be down, requiring Vertica to automatically shut down,
no matter if all of the data were available or not.
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Buddy Projection = 2
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Node 2

Buddy Projection = 3

Node 5

Buddy Projection = 1

Node 3

Buddy Projection = 4

Node 4

Buddy Projection = 5

In a database with a K-safety level of 2, Node 2 and any other node in the cluster could fail and the database continues running. The diagram below
shows that each node in the cluster contains buddy projections for both of its neighbors (for example, Node 1 contains buddy projections for Node 5
and Node 2). In this case, nodes 2 and 3 could fail and the database continues running. Node 1 could fill in for Node 2 and Node 4 could fill in for Node
3. Due to the requirement that half or more nodes in the cluster be available in order for the database to continue running, the cluster could not
continue running if node 5 failed, even though nodes 1 and 4 both have buddy projections for its data.

Node 1

Buddy Projections = 2,5

Node 2

Buddy Projections = 1,3

Node 5

Buddy Projections = 4,1

Node 3

Buddy Projections = 2,4

Node 4

Buddy Projections = 3,5

Note

Vertica requires that more than half of all nodes in a cluster must always be available; otherwise, it views the database as being in an unsafe
state and shuts it down. Thus, in the previous example, the cluster cannot continue running if Node 5 fails, even though nodes 1 and 4 have
buddy projections for its data.

Monitoring K-safety
You can access System Tables to monitor and log various aspects of Vertica operation. Use the SYSTEM table to monitor information related to K-
safety, such as:

e NODE COUNT : Number of nodes in the cluster
e NODE_DOWN_COUNT : Number of nodes in the cluster that are currently down
e CURRENT_FAULT_TOLERANCE : The K-safety level

High availability with projections

To ensure high availability and recovery for database clusters of three or more nodes, Vertica:

e Replicates small, unsegmented projections
e Creates buddy projections for large, segmented projections.

Replication (unsegmented projections)

When it creates projections, Database Designer replicates them, creating and storing duplicates of these projections on all nodes in the database.
Replication ensures:

e Distributed query execution across multiple nodes.



e High availability and recovery. In a K-safe database, replicated projections serve as buddy projections. This means that you can use a replicated
projection on any node for recovery.

Note
We recommend you use Database Designer to create your physical schema. If you choose not to, be sure to segment all large tables across all
database nodes, and replicate small, unsegmented table projections on all database nodes.

The following illustration shows two projections, B and C, replicated across a three node cluster.

8 ) )
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Node 1 Node 2 Node 3

Buddy projections (segmented projections)

Vertica creates buddy projections which are copies of segmented projections that are distributed across database nodes (see Segmented projections .)
Vertica distributes segments that contain the same data to different nodes. This ensures that if a node goes down, all the data is available on the
remaining nodes. Vertica distributes segments to different nodes by using offsets. For example, segments that comprise the first buddy projection
(A_BP1) are offset from projection A by one node, and segments from the second buddy projection (A_BP2) are offset from projection A by two nodes.

The following diagram shows the segmentation for a projection called A and its buddy projections, A_BP1 and A_BP2, for a three node cluster.

Al AZ A3

A_BP1 Projection segmentation process A1_BP1 A2_BP1 A3_BP1

A_BP2 AI_BPZ | |AzBP2| |A3BPZ

Projection A and its buddy Segmented projections for
projections A_BP1 and A_BP2 A, A_BP1, and A_BP2

The following diagram shows how Vertica uses offsets to ensure that every node has a full set of data for the projection.
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How result sets are stored

Vertica duplicates table columns on all nodes in the cluster to ensure high availability and recovery. Thus, if one node goes down in a K-Safe
environment, the database continues to operate using duplicate data on the remaining nodes. Once the failed node resumes its normal operation, it
automatically recovers its lost objects and data by querying other nodes.

Vertica compresses and encodes data to greatly reduce the storage space. It also operates on the encoded data whenever possible to avoid the cost
of decoding. This combination of compression and encoding optimizes disk space while maximizing query performance.

Vertica stores table columns as projections. This enables you to optimize the stored data for specific queries and query sets. Vertica provides two
methods for storing data:

e Projection segmentation is recommended for large tables (fact and large dimension tables)
e Replication is recommended for the rest of the tables.



High availability with fault groups

Use fault groups to reduce the risk of correlated failures inherent in your physical environment. Correlated failures occur when two or more nodes fail
as a result of a single failure. For example, such failures can occur due to problems with shared resources such as power loss, networking issues, or
storage.

Vertica minimizes the risk of correlated failures by letting you define fault groups on your cluster. Vertica then uses the fault groups to distribute data
segments across the cluster, so the database continues running if a single failure event occurs.

Note
If your cluster layout is managed by a single network switch, a switch failure can be a single point of failure. Fault groups cannot help with single-
point failures.

Vertica supports complex, hierarchical fault groups of different shapes and sizes. You can integrate fault groups with elastic cluster and large cluster
arrangements to add cluster flexibility and reliability.

Making Vertica aware of cluster topology with fault groups

You can also use fault groups to make Vertica aware of the topology of the cluster on which your Vertica database is running. Making Vertica aware of
your cluster's topology is required when using terrace routing , which can significantly reduce message buffering on a large cluster database.

Automatic fault groups

When you configure a cluster of 120 nodes or more, Vertica automatically creates fault groups around control nodes. Control nodes are a subset of
cluster nodes that manage spread (control messaging). Vertica places nodes that share a control node in the same fault group. See Large cluster for
details.

User-defined fault groups

Define your own default groups if:

e Your cluster layout has the potential for correlated failures.
e You want to influence which cluster hosts manage control messaging.

Example cluster topology

The following diagram provides an example of hierarchical fault groups configured on a single cluster:

e Fault group FG-A contains nodes only.
e Fault group FG-B (parent) contains child fault groups FG-C and FG-D . Each child fault group also contain nodes.
e Fault group FG-E (parent) contains child fault groups FG-F and FG-G . The parent fault group FG-E also contains nodes.

=

Modes * = = Nodes** =

How to create fault groups

Before you define fault groups, you must have a thorough knowledge of your physical cluster layout. Fault groups require careful planning.

To define fault groups, create an input file of your cluster arrangement. Then, pass the file to a script supplied by Vertica, and the script returns the
SQL statements you need to run. See Fault Groups for details.

Setup

You can create Eon Mode and Enterprise Mode Vertica clusters in cloud and on-premises environments:

e On the cloud: Deploy Vertica clusters running on Amazon Web Services, Microsoft Azure, or Google Cloud Platform. For setup instructions for each
cloud provider, see Set up Vertica on the cloud .
e On-premises: Manually install Vertica on your host hardware. For detailed instructions on the manual install process, see Set up Vertica on-

premises .

In this section
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Plan your setup

Before you get started with Vertica, consider your business needs and available resources. Vertica is built to run in a variety of environments
depending on your requirements:

e |nfrastructure: Cloud Environment or On-Premises Environment .
e Database Mode: Eon or Enterprise .
e Setup Method (Cloud only): Install Vertica Manually or Deploy Vertica Automatically or Manually .

Choosing an on-premises or cloud environment

You can choose to run Vertica on physical host hardware, or deploy Vertica on the cloud.

Cloud environment

Vertica can run on Amazon Web Services (AWS), Google Cloud Platform (GCP), and Microsoft Azure. You might consider running Vertica on cloud
resources for any of the following benefits:

e You plan to quickly scale your cluster size up and down to accommodate varying analytic workload. You will provision more computing resources
during peak work loads without incurring the same resource costs during low-demand periods. The Vertica database's Eon Mode is designed for
this use case.

e You prefer to pay over time (OpEx) for ongoing cloud deployment, rather than the higher up-front cost of buying hardware for on-premises
deployment.

e You need to reduce the costs, labor, and expertise involved in maintaining physical on-premises hardware (such as accommodating for server
purchases, hardware depreciation, software maintenance, power consumption, floor space, and backup infrastructure).

e You prefer simpler, faster deployment. Deploying on the cloud eliminates the need for more specific hardware expertise during setup. In addition,
on cloud platforms such as AWS and GCP, Vertica offers templates that allow you to deploy a pre-configured set of resources on which Vertica and
Management Console are already installed, in just a few steps.

e You have very variable workloads and you do not want to pay for idle equipment in a data center when you can simply rent infrastructure when
you need it.

e You are a start-up and don't want to build out a data center until your product or service is proven and growing.

If you plan to deploy Vertica on the cloud, see Set up Vertica on the cloud .

On-premises environment

An on-premises environment can provide benefits in cases like the following:

® Your business requirements demand keeping sensitive data on-premises.

e You prefer to pay a higher up-front cost (CapEx) of buying hardware for on-premises deployment, rather than potentially paying a higher long-
term total cost of a cloud deployment.

e You cannot rely on continuous access to the internet.

e You prefer end-to-end control over your environment, rather than depending on a third-party cloud provider to store your data.

e You may have already invested in a data center and suitable hardware for Vertica that you want to capitalize on.

If you plan to install Vertica in an on-premises environment, see Set up Vertica on-premises .

Choosing a database mode

You can create a Vertica database in one of two modes: Eon Mode or Enterprise Mode. The mode determines the database's underlying architecture,
how the database cluster scales, and how data is loaded. Eon Mode uses communal storage to separate storage from compute and allows you to
easily scale compute up or down to meet changing workloads. Enterprise Mode is a share-nothing architecture that's particularly optimized for data
local to each node. Database mode does not affect the way you run queries and other everyday tasks while using the database.

For an in-depth explanation of Enterprise Mode and Eon Mode, see Eon vs. Enterprise Mode .

If you choose to create an Eon Mode database in an on-premises environment, see Communal storage for on-premises Eon Mode databases to
estimate the amount of storage needed.

Choosing an installation method

After you have decided how you will run Vertica, you can choose which setup method works for your needs.



Install Vertica manually

Manually installing Vertica through the command line works on all platforms. You will first set up a cluster of nodes, then install Vertica.

Manual installation might be right for you if your cluster will have many specific configuration requirements, and you have a database administrator
with the expertise to set up the cluster manually on your chosen platform. Manual installation takes more time, but you can configure your cluster to
your system's exact needs.

For an on-premises environment, you must install Vertica manually. See Set up Vertica on-premises to get started.
For Amazon AWS, Google Cloud Platform, and Microsoft Azure, you have the option to deploy automatically or install manually. See Set up Vertica on

the cloud for information on manual installation on each cloud platform.

Note
If you manually install Vertica in a cloud environment, you cannot access the Management Console.

Deploy Vertica automatically or manually

Automatic deployment is available on AWS, GCP, and Microsoft Azure. Manual deployment is only available on AWS through Vertica Amazon Machine
Images (AMI), which include the Vertica software and the recommended configuration.

Automatic deployment creates a pre-configured environment consisting of cloud resources on which your cluster can run, with Vertica and
Management Console already installed. You can enter a few parameters into a template on your chosen platform and be up and running with Vertica.

For cloud-specific deployment information, see Set up Vertica on the cloud .

Set up Vertica on the cloud
This section explains how you can deploy Vertica clusters running on Amazon Web Services (AWS), Microsoft Azure, or Google Cloud Platform (GCP). It

assumes that you are familiar with the cloud environment on which you will create your Vertica cluster.

Vertica offers simple, automatic deployment on all three platforms. By setting a few parameters, you can launch a fully functional environment with
Vertica and Management Console already installed.

If launching a pre-configured environment doesn't work for your specific needs, you can instead set up your nodes in the cloud and manually install
Vertica in order to have more control over your setup. AWS also supports manually deploying a Vertica Amazon Machine Image (AMI) that has Vertica
pre-installed and allows for greater control over your environment configuration.

After you set up your environment, you can create a database in either Enterprise Mode or Eon Mode.

Automatic deployment (all cloud platforms)

Vertica offers automatic configuration of resources and quick deployment on the cloud.

AWS

Vertica provides CloudFormation Templates (CFTs) in the AWS Marketplace. You can use a CFT to automatically launch preconfigured AWS resources
in minutes, with Vertica and Management Console automatically installed.

Each CFT includes the in-browser Vertica Management Console. When you install Vertica using one of the CFTs, Management Console provides AWS-
specific cluster management options, including the ability to quickly create a new cluster and Vertica database.

To deploy Vertica on AWS automatically, see Deploy Vertica using CloudFormation templates .

After deployment, you can create an Eon Mode or Enterprise Mode cluster and database using Management Console.

For more information about the AWS environment, see the official Amazon Web Services documentation .

Google Cloud Platform

For GCP, Vertica provides an automated installer that is available from the Google Cloud Marketplace.

Input a few parameters, and the Google Cloud Launcher will deploy the Vertica solution, including your new database. You can create up to a 16-node
cluster. The solution includes the Vertica Management Console as the primary Ul to get started.

To deploy Vertica on GCP automatically, see Deploy Vertica from the Google cloud marketplace .

For more information about the GCP environment, see the official Google Cloud Platform documentation .
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Microsoft Azure

Vertica offers a fully automated cluster deployment from the Microsoft Azure Marketplace. This solution will automatically deploy a Vertica cluster and
create an initial database, allowing you to log in to the Vertica Management Console and start using it after deployment has finished.

To deploy Vertica on Azure automatically, see Deploy Vertica from the Azure Marketplace .

For more information about the Azure environment, see the official Microsoft Azure documentation.

Manual installation and deployment (GCP, azure)

Manual installation might be the right option for you if you have many specific configuration requirements, and have an administrator who is familiar
with setting up and maintaining cloud resources in the environment of your choice. Setup and maintenance may take longer and requires more
expertise, but you will have more control over how your cluster is configured.

The process of installing Vertica manually on cloud resources is very similar to doing so with on-premises hardware.
If you manually install the Vertica server on cloud hosts, you cannot access Management Console.

Vertica offers cloud-specific manual installation instructions for GCP and Azure. If you want more control over your AWS cluster configuration, see
Manual Deployment . Before you install, make sure to refer to the documentation of the platform you are using in order to set up your cloud

resources COFFECtly.

Google Cloud Platform
To install Vertica on GCP manually, see the GCP section of the Vertica documentation: Vertica on Google Cloud Platform .

Refer to the official Google Cloud Platform documentation for more detail on setting up your GCP resources.

Microsoft Azure

To install Vertica on Azure manually, see the Azure section of the Vertica documentation: Vertica on Microsoft Azure .

Refer to the official Microsoft Azure documentation for more detail on setting up your Azure resources.

Manual deployment (AWS)

Manual deployment is only available on AWS, which supports Amazon Machine Images (AMI) that include the Vertica software and the recommended
configuration. The Vertica AMI acts as a template, requiring fewer configuration steps than a manual installation but still allowing control over your
configuration. Vertica provides AMIs for both Management Console and cluster hosts.

For more information about the manual deployment process, see Manually deploy Vertica on AWS .

In this section
e Vertica on Amazon Web Services

e Vertica on Microsoft Azure
® Vertica on Google Cloud Platform

Vertica on Amazon Web Services

Vertica clusters on AWS can operate on EC2 instances automatically provisioned using a CloudFormation Template (CFT), or manually deployed using
Amazon Machine Images (AMIs). For information about these deployment methods, see Deploy Vertica using CloudFormation templates and
Manually deploy Vertica on AWS .

You can deploy a Vertica database on AWS running in either Enterprise Mode or Eon Mode. The differences between these two modes lay in their
architecture, deployment, and scalability:

¢ Enterprise Mode stores data locally on the nodes in the database.
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Eon Mode separates the computational processes from the communal storage layer of your database. This separation lets you elastically vary the
number of nodes in your database cluster to adjust to varying workloads.

Vertica also supports the following AWS features:

e Enhanced Networking : Vertica recommends that you use the AWS enhanced networking for optimal performance. For more information, see
Enabling Enhanced Networking on Linux Instances in a VPC in the AWS documentation.

e Command Line Interface : Use the Amazon command-line Interface (CLI) with your Vertica AMIs. For more information, see What Is the AWS
Command Line Interface? .

e Elastic Load Balancing : Use elastic load balancing (ELB) for queries up to one hour. When enabling ELB, configure the timer to 3600 seconds. For
more information see Elastic Load Balancing in the AWS documentation.

For more information about Amazon cluster instances and their limitations, see the Amazon documentation .

In this section
In this section
e Supported AWS instance types
e AWS authentication
¢ Deploy Vertica using CloudFormation templates
e Manually deploy Vertica on AWS

Supported AWS instance types

Vertica supports a range of Amazon Web Services instance types, each optimized for different purposes. Choose the instance type that best matches
your requirements. The two tables below list the AWS instance types that Vertica supports for Vertica cluster hosts, and for use in MC. For more
information, see the Amazon Web Services documentation on instance types and volumes .

Important
If you plan to use an Amazon Machine Image (AMI) on multiple AWS accounts, make sure to subscribe to the image on all your accounts. This allows
you to access an image even when it is delisted from the AWS Marketplace.

Instance types for Vertica cluster hosts

Each Amazon EC2 Instance type natively provides one of the following storage options:

e Elastic Block Store (EBS) provides durable storage: Data files stored on instance persist after instance is stopped.


http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/enhanced-networking.html
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e |nstance Store provides temporary storage: Data files stored on instance are lost when instance is stopped.

Vertica AMIs can use either the Instance Metadata Service Version 1 (IMDSv1) or the Instance Metadata Service Version 2 (IMDSv2) to authenticate to
AWS services, including S3.

For more information about storage configuration in AWS, see Configure storage .

Note
Instance types that support EBS volumes support encrypting.

Optimization Instance Types Using Only EBS Volumes (Durable) Instance Types Using Instance Store Volumes (Temporary)
General purpose m4.4xlarge mb5d.4xlarge
m4.10xlarge m5d.8xlarge
mb5.4xlarge m5d.12xlarge
mb5.8xlarge
mb5.12xlarge
Compute c4.4xlarge c3.4xlarge
c4.8xlarge c3.8xlarge
c5.4xlarge c5d.4xlarge
c5.9xlarge c5d.9xlarge
c6i.dxlarge
c6i.8xlarge
c6i.12xlarge
c6i.16xlarge
c6i.24xlarge
c6i.32xlarge
Memory rd.4xlarge r3.4xlarge
r4.8xlarge r3.8xlarge
r4.16xlarge r5d.4xlarge
r5.4xlarge r5d.8xlarge
r5.8xlarge r5d.12xlarge
r5.12xlarge
réi.4xlarge
réi.8xlarge
réi.12xlarge
réi.16xlarge
réi.24xlarge

réi.32xlarge



Storage d2.4xlarge
d2.8xlarge
i3.4xlarge
i3.8xlarge
i3.16xlarge
i3en.3xlarge
i3en.6xlarge
i3en.12xlarge
idi.4xlarge
i4i.8xlarge

i4i.16xlarge

Note
By default, the c4.8xlarge, d2.8xlarge, and m4.10xlarge instances have their processor C-states set to a value of 1 in the Vertica AMI. This
measure is meant to improve performance by limiting the sleep states that an instance running Vertica uses.

For more information about sleep states, visit the AWS Documentation .

Instance types available for MC hosts

Optimization Type Supports EBS Storage (Durable) Supports Ephemeral Storage (Temporary)
Computing c4.large Yes No

c4.xlarge Yes No

c5.large Yes No

c5.xlarge Yes No

Choosing AWS Eon Mode instance types

When running an Eon Mode database in AWS, choose instance types that support ephemeral instance storage or EBS volumes for your depot,
depending on cost and availability. Vertica recommends either r4 or i3 instances for production clusters. It is not mandatory to have an EBS-backed
depot, because in Eon Mode, a copy of the data is safely stored in communal storage. However, you must have an EBS-backed catalog for Eon Mode
databases.

The following table provides information to help you make a decision on how to pick instances with ephemeral instance storage or EBS only storage.
Check with Amazon Web Services for the latest cost per hour.

Important
If you select instances that use instance store, if you then terminate those instances there is the potential for data loss. For Eon mode, MC displays an
alert to inform the user of the potential data loss when terminating instances that support instance store.

Storage Instance  Pros/Cons
Type Type

Instance  i3.8xlarge  Instance storage offers better performance than EBS attached storage through multiple EBS volumes. Instance storage
storage can be striped (RAIDed) together to increase throughput and load balance I/0.

Data stored in instance-store volumes is not persistent through instance stops, terminations, or hardware failures.


http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/processor_state_control.html
https://aws.amazon.com/marketplace/pp/B010ETKZKG

EBS- r4.8xlarge  Newer instance types from AWS have only the EBS option. In most AWS regions, it's easier to provision a large number of

only with 600 instances.
storage GB
You can terminate an instance but leave the EBS volume around for faster revive. Perserving the EBS will preserve the
EBS depot. While some of the cached files might have become stale, they will be ignored and evicted. Much of the cached data
volume will not be stale. It will save time when the node revives and warms its depot.
attached

Take advantage of full-volume encryption.

More information

For more information about Amazon cluster instances and their limitations, see Manage Clusters in the Amazon Web Services documentation.

AWS authentication

Amazon defines two ways to control access to AWS resources such as S3: IAM roles and the combination of id, secrets, and (optionally) session tokens.
For long-term access to non-communal storage buckets, you should use IAM roles for access control centralization. You do not need to change your
application's configuration if you want to change its access settings. You just alter the IAM role applied to your EC2 instances.

However, for one-time tasks like backing up and restoring the database or loading data to and from non-communal storage buckets, you should use
an AWS access key .

Vertica uses both of these authentication methods to support different features and use cases:

e An Eon Mode database's access to S3 for communal and catalog storage must always use IAM role authentication. IAM roles are the default access
control method for AWS resources. Vertica uses this method if you do not configure the legacy access control session parameters.

e Individual users can read data from S3 storage locations other than the ones Vertica uses for communal storage. For example, users can use COPY
to load data into Vertica from an S3 bucket or query an external table stored on S3. If the IAM role assigned to the Vertica nodes does not have
access to this external S3 data, the user must set an id, secret, and optionally an access token in session variables to authorize access to it. These
session variables override the IAM role set on the server. See S3 parameters for a list of these session parameters.

e |ndividual users can export data to S3 using file export . File export cannot use IAM authorization. Users who want to export data to S3 must set id,
secret, and optionally access token values in session variables.

Important

If the database is running in Eon Mode, using id and secret authentication is more complex. In addition to having access to the external S3 data, any id
that a user sets must be authorized to read from and write to the S3 storage locations that Vertica uses to store communal and catalog data. The
queries that the user executes uses this id for all storage requests, not just those for accessing external S3 data. If the id does not have access to the
catalog and communal storage, the user cannot execute queries.

Configuring an IAM role

To configure an IAM role to grant Vertica to access AWS resources you must:

1. Create an IAM role to allow EC2 instances to access the specific resources.
2. Grant that role permission to access your resources.
3. Attach this IAM role to each EC2 instance in the Vertica cluster.

To see an example of IAM roles for a Vertica cluster, look at the roles defined in one of the Cloud Formation Templates provided by Vertica. You can
download these templates from any of the Vertica entries in the Amazon Marketplace . Under each entry's Usage Information section, click the View
CloudFormation Template link, then click Download CloudFormation Template.

For more information about IAM roles, see IAM Roles for Amazon EC2 in the AWS documentation.

Deploy Vertica using CloudFormation templates

Vertica provides CloudFormation Templates (CFTs) on the AWS Marketplace that allow you to get a cluster up and running quickly. Using the template
allows you to automatically provision your AWS resources and launch a Vertica cluster and Management Console, with minimal configuration
required.

If you prefer to deploy a VPC, instances, and related resources manually, see Manually deploy Vertica on AWS .

For details about creating an Eon Mode or Enterprise Mode database after you create a cluster with CFTs, see Amazon Web Services in MC..

In this section

e CloudFormation template (CFT) overview
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CloudFormation template (CFT) overview

With Vertica on AWS, use CloudFormation Templates (CFTs) to easily manage provisioning the AWS resources with a running Vertica system. After you
provide a few parameters to the template, you can create a stack to automatically provision the AWS resources for your Vertica system.

To access Vertica CFTs, go to the AWS Marketplace .

CFT licensing models

Licensing models for CFTs are:

e Bring Your Own License (BYOL) : By default, free CE license is installed with 3 nodes and 1 TB. To extend nodes or size, you can purchase the
Vertica BYOL license.
Outside of the BYOL license on CFTs, you can also access the Community Edition without a license file:
o If you are using Management Console, simply leave the license field blank.
o Ifyou are using a command line (see Install Vertica with the installation script), specify CE in the --license parameter during installation.
e By the Hour : A pay-as-you-go model where you pay for only the number of hours you use for each node. One advantage of using the Paid Listing
is that all charges appear on your Amazon AWS bill. This offers an alternative to purchasing a full Vertica license. This eliminates the need to
compute potential storage needs in advance.

CFT prerequisites

Before you can deploy Vertica on AWS using CloudFormation Templates (CFTs), verify that you have:

e AWS account with permissions to create a VPC, subnet, security group, EC2 instances, and IAM roles (For more information about AWS accounts,
see the AWS documentation )
e Amazon key pair for SSH access to an EC2 instance. (See the AWS documentation for key pairs .)

Supported CFTs and Vertica offerings

Available Vertica CFTs are:

e Management Console with 3 Vertica nodes : The easiest way to deploy Vertica. This CFT deploys an Eon Mode database by default. However,
this environment can also be used to create an Enterprise Mode database. For more information, see Creating a database .

e Deploy Management Console into new VPC : This CFT deploys all required AWS resources and installs the Vertica Management Console (MC).
After stack creation completes, log in to the MC to provision a Vertica database cluster.

e Deploy Management Console into existing VPC : This CFT deploys the Vertica Management Console (MC) in an already-existing VPC and subnet.
After stack creation completes, the MC is available. Log in to MC to provision either a Vertica database cluster or an Eon Mode database cluster.
For this CFT, you must first set up the VPC, subnet, and related network resources. For more information about the correct configuration of these
resources for Vertica, see the following topics in the AWS documentation:

o Creating a Vritual Private Cloud
o Configure the network

Using the license models and supported CFTs, you can deploy the following Vertica products:

e Vertica BYOL, Red Hat
e Vertica by the Hour, Red Hat

See Deploy MC and AWS resources with a CloudFormation template for information on deploying these products.

Creating a Vritual Private Cloud

A Vertica cluster on AWS must be logically located in the same network. This is similar to placing the nodes of an on-premises cluster within the same
network. Create a virtual private cloud (VPC) to ensure the nodes in your cluster will be able to communicate with each other within AWS.

Create a single public subnet VPC with the following configurations:

e Assign a Network Access Control List (ACL) that is appropriate to your situation. The default ACL does not provide a high level of security.
e Enable DNS resolution and enable DNS hostname support for instances launched in this VPC.
e Add the required network inbound and outbound rules to the Network ACL associated to the VPC.

Note
A Vertica cluster must be operated within a single availability zone.
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For more information about VPCs, including how to create one, see the AWS documentation .

Deploy MC and AWS resources with a CloudFormation template

You can deploy Management Console (MC) and its associated AWS resources using CloudFormation templates (CFTs) that are available through the
AWS Marketplace. For a list of available CFTs, see CloudFormation template (CFT) overview .

Complete the following to deploy the Vertica MC and related resources in AWS:

1. Login to the AWS Marketplace with an AWS account (see the Prerequisites section above).

2. Search for "Vertica" in the AWS Marketplace.

3. Select a Vertica CFT. Each CFT leads you to a product overview page, with pricing estimates. (Also see CloudFormation template (CFT) overview for
an overview of available templates and products).

Click Continue to Subscribe.

On the next page, select your launch settings based on your requirements for deployment.

If you have not agreed to Vertica EULA terms on the AWS Marketplace before, click Accept Software Terms to subscribe.

. Click Launch with CloudFormation Console . The CloudFormation Console opens.

. The CloudFormation Console automatically supplies the URL in the Specify an Amazon S3 template URL field . Click Next .

. Follow the CloudFormation workflow and enter the parameters (collectively called a stack).
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Note
Important: Take note of the username and password you set for Management Console during this step. You cannot recover or reset these
credentials after you create the stack.

10. After confirming the details you have provided for your new stack, click Create . The AWS console brings you to the Stacks page, where you can
view the progress of the creation process. The process takes several minutes.
11. The Outputs tab displays information about accessing your environment after the process completes.

Next, access the Management Console (MC) to deploy your cluster instances and create a database, as described in Access Management Console .

Access Management Console

Complete the following steps to access Management Console on your deployed AWS resources:

1. On the AWS CloudFormation Stacks page, select your new stack and view the Outputs tab. This tab provides information about accessing your
environment, as well as documentation and licensing resources.

2. In the ManagementConsole row, select the URL in the Value column to open the MC login page.

3. Tologin, enter the MC username and password that you created using the CloudFormation Console.
After login, MC displays the home page, with options to provision a new cluster or database or import existing ones. If you chose a CFT that also
creates a database, your new database is also displayed on the home page.
This page also provides a Resources section with links to online training, blogs, community, and help resources.

You have successfully launched and connected to Management Console on AWS resources.
If you have not yet provisioned a Vertica cluster and database, complete the steps in one of the following:

® Creating an Eon Mode database in AWS with MC
e Creating an Enterprise Mode database in AWS with MC

Manually deploy Vertica on AWS

Vertica provides tested and pre-configured Amazon Machine Images (AMIs) to deploy cluster hosts or MC hosts on AWS. When you create an EC2
instance on AWS using a Vertica AMI, the instance includes the Vertica software and the recommended configuration. The Vertica AMI acts as a
template, requiring fewer configuration steps.

This section will guide you through configuring your network settings on AWS, launching and preparing EC2 instances using the Vertica AMI, and
creating a Vertica cluster on those EC2 instances.

Choose this method of installation if you are familiar with configuring AWS and have many specific AWS configuration needs. To automatically deploy
AWS resources and a Vertica cluster instead, see Deploy Vertica using CloudFormation templates .
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In this section

e Configure your network
e Deploy AWS instances for your Vertica database cluster

Configure your network

Before you deploy your cluster, you must configure the network on which Vertica will run. Vertica requires a number of specific network
configurations to operate on AWS. You may also have specific network configuration needs beyond the default Vertica settings.

Important
You can create a Vertica database that uses IPv6 for internal communications running on AWS. However, if you do so, you must identify the hosts in
your cluster using IP addresses rather than host names. The AWS DNS resolution service is incompatible with IPv6.

The following sections explain which Amazon EC2 features you need to configure for instance creation.

In this section

® Create a placement group, key pair, and VPC

e Network ACL settings

e Configure TCP keepalive with AWS network load balancer
e Create and assign an internet gateway

e Assign an elastic IP address

e (Create a security group

Create a placement group, key pair, and VPC

Part of configuring your network for AWS is to create the following:

e Placement Group
e Key Pair
e Virtual Private Cloud (VPC)

Create a placement group

A placement group is a logical grouping of instances in a single Availability Zone . Placement Groups are required for clusters and all Vertica nodes
must be in the same Placement Group.

Vertica recommends placement groups for applications that benefit from low network latency, high network throughput, or both. To provide the
lowest latency, and the highest packet-per-second network performance for your Placement Group, choose an instance type that supports enhanced
networking.

For information on creating placement groups, see Placement Groups in the AWS documentation.

Create a key pair

You need a key pair to access your instances using SSH. Create the key pair using the AWS interface and store a copy of your key (*.pem) file on your
local machine. When you access an instance, you need to know the local path of your key.

Use a key pair to:

e Authenticate your connection as dbadmin to your instances from outside your cluster.
e |nstall and configure Vertica on your AWS instances.

for information on creating a key pair, see Amazon EC2 Key Pairs in the AWS documentation.

Create a virtual private cloud (VPC)

You create a Virtual Private Cloud (VPC) on Amazon so that you can create a network of your EC2 instances. Your instances in the VPC all share the
same network and security settings.

A Vertica cluster on AWS must be logically located in the same network. Create a VPC to ensure the nodes in you cluster can communicate with each
other in AWS.

Create a single public subnet VPC with the following configurations:

e Assign a Network Access Control List (ACL) that is appropriate to your situation.
e Enable DNS resolution and enable DNS hostname support for instances launched in this VPC.
® Add the required network inbound and outbound rules to the Network ACL associated to the VPC.
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Note
A Vertica cluster must be operated in a single availability zone.

For information on creating a VPC, see Create a Virtual Private Cloud (VPC) in the AWS documentation.

Network ACL settings

Vertica requires the following basic network access control list (ACL) settings on an AWS instance running the Vertica AMI. Vertica recommends that
you secure your network with additional ACL settings that are appropriate to your situation.

Inbound Rules

Type Protocol PortRange Use Source Allow/Deny
SSH TCP (6) 22 SSH (Optional—for access to your cluster from outside your VPC) User Specific  Allow
Custom TCP Rule  TCP (6) 5450 MC (Optional—for MC running outside of your VPC) User Specific ~ Allow
Custom TCP Rule  TCP (6) 5433 SQL Clients (Optional—for access to your cluster from SQL clients) User Specific  Allow
Custom TCP Rule  TCP (6) 50000 Rsync (Optional—for backup outside of your VPC) User Specific  Allow
Custom TCP Rule  TCP (6) 1024-65535  Ephemeral Ports (Needed if you use any of the above) User Specific  Allow
ALL Traffic ALL ALL N/A 0.0.0.0/0 Deny

Outbound Rules

Type Protocol Port Range Use Source Allow/Deny

Custom TCP Rule TCP (6) 0-65535 Ephemeral Ports 0.0.0.0/0 Allow

You can use the entire port range specified in the previous table, or find your specific ephemeral ports by entering the following command:
$ cat /proc/sys/net/ipv4/ip_local_port_range

More information

For detailed information on network ACLs within AWS, refer to Network ACLs in the Amazon documentation.

For detailed information on ephemeral ports within AWS, refer to Ephemeral Ports in the Amazon documentation.

Configure TCP keepalive with AWS network load balancer
AWS supports three types of elastic load balancers (ELBs):

e (Classic Load Balancers
e Application Load Balancers
e Network Load Balancers

Vertica strongly recommends the AWS Network Load Balancer (NLB), which provides the best performance with your Vertica database. The Network
Load Balancer acts as a proxy between clients (such as JDBC) and Vertica servers. The Classic and Application Load Balancers do not work with Vertica,
in Enterprise Mode or Eon Mode.

To avoid timeouts and hangs when connecting to Vertica through the NLB, it is important to understand how AWS NLB handles idle timeouts for
connections. For the NLB, AWS sets the idle timeout value to 350 seconds and you cannot change this value. The timeout applies to both connection
points.

For a long-running query, if either the client or the server fails to send a timely keepalive, that side of the connection is terminated. This can lead to
situations where a JDBC client hangs waiting for results that would never be returned because the server fails to send a keepalive within 350 seconds.

To identify an idle timeout/keepalive issue, run a query like this via a client such as JDBC:
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=> SELECT SLEEP(355);
If there’s a problem, one of the following situations occurs:

e The client connection terminates before 355 seconds. In this case, lower the |DBC keepalive setting so that keepalives are sent less than 350
seconds apart.

e The client connection doesn't return a result after 355 seconds. In this case, you need to adjust the server keepalive settings (tcp_keepalive_time
and tcp_keepalive_intvl) so that keepalives are sent less than 350 seconds apart.
You can adjust the keepalive settings on the server, or you can adjust them in Vertica .

For detailed information about AWS Network Load Balancers, see the AWS documentation .

Create and assign an internet gateway

When you create a VPC, an Internet gateway is automatically assigned to it. You can use that gateway, or you can assign your own. If you are using the
default Internet gateway, continue with the procedure described in Create a security group .

Otherwise, create an Internet gateway specific to your needs. Associate that internet gateway with your VPC and subnet.

For information about how to create an Internet Gateway, see Internet Gateways in the AWS documentation.

Assign an elastic IP address

An elastic IP address is an unchanging IP address that you can use to connect to your cluster externally. Vertica recommends you assign a single elastic
IP to a node in your cluster. You can then connect to other nodes in your cluster from your primary node using their internal IP addresses dictated by
your VPC settings.

Create an elastic IP address. For information, see Elastic IP Addresses in the AWS documentation.

Create a security group

The Vertica AMI has specific security group requirements. When you create a Virtual Private Cloud (VPC), AWS automatically creates a default security
group and assigns it to the VPC. You can use the default security group, or you can name and assign your own.

Create and name your own security group using the following basic security group settings. You may make additional modifications based on your
specific needs.

Inbound
Type Use Protocol Port 1P
Range
SSH TCP 22 The CIDR address range of administrative systems that require SSH access to the Vertica
nodes. Make this range as restrictive as possible. You can add multiple rules for separate
network ranges, if necessary.
DNS UDP 53 Your private subnet address range (for example, 10.0.0.0/24).
(UDP)
Custom  Spread ubDP 4803 Your private subnet address range (for example, 10.0.0.0/24).
uDP and
4804
Custom  Spread TCP 4803 Your private subnet address range (for example, 10.0.0.0/24).
TCP
Custom  VSQL/SQL TCP 5433 The CIDR address range of client systems that require access to the Vertica nodes. This
TCP range should be as restrictive as possible. You can add multiple rules for separate network
ranges, if necessary.
Custom Inter-node TCP 5434 Your private subnet address range (for example, 10.0.0.0/24).

TCP Communication
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Custom TCP 5444 Your private subnet address range (for example, 10.0.0.0/24).
TCP

Custom MC TCP 5450 The CIDR address of client systems that require access to the management console. This
TCP range should be as restrictive as possible. You can add multiple rules for separate network
ranges, if necessary.

Custom  Rsync TCP 50000  Your private subnet address range (for example, 10.0.0.0/24).

TCP

ICMP Installer Echo Reply  N/A Your private subnet address range (for example, 10.0.0.0/24).

ICMP Installer Traceroute  N/A Your private subnet address range (for example, 10.0.0.0/24).
Note

In Management Console (MC), the Java IANA discovery process uses port 7 once to detect if an IP address is reachable before the database
import operation. Vertica tries port 7 first. If port 7 is blocked, Vertica switches to port 22.

Outbound
Type Protocol Port Range Destination IP
Al TCP TCP 0-65535 Anywhere 0.0.0.0/0
All ICMP ICMP 0-65535 Anywhere 0.0.0.0/0
All UDP uDP 0-65535 Anywhere 0.0.0.0/0

For information about what a security group is, as well as how to create one, see Amazon EC2 Security Groups for Linux Instances in the AWS
documentation.

Deploy AWS instances for your Vertica database cluster

After you Configure your network , you can create AWS instances and deploy Vertica. Follow these procedures to deploy and run Vertica on AWS.

In this section

e Configure and launch an instance

e Connect to an instance

® Prepare instances for cluster formation
Change instances on AWS

Configure storage
Create a cluster

e Management Console on AWS

Configure and launch an instance

After you configure your network settings on AWS, configure and launch the instances where you will install Vertica. An Elastic Compute Cloud (EC2)
instance without a Vertica AMI is similar to a traditional host. Just like with an on-premises cluster, you must prepare and configure your cluster and
network at the hardware level before you can install Vertica.

When you create an EC2 instance on AWS using a Vertica AMI, the instance includes the Vertica software and the recommended configuration. Vertica
recommends that you use the Vertica AMI unmodified. The Vertica AMI acts as a template, requiring fewer configuration steps:

. Choose a Vertica AMI Operating Systems

. Configure EC2 instances .

Add storage to instances .

. Optionally, configure EBS volumes as a RAID array .
. Set the security group and S3 access .

. Launch instances and verify they are running.
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OpenText provides Vertica and Management Console AMIs on the Red Hat Enterprise Linux 8 operating system.
You can use the AMI to deploy MC hosts or cluster hosts. For more information, see the AWS Marketplace .

Configure EC2 instances in AWS

1. Select a Vertica AMI from the AWS marketplace.For instance type recommendations for Eon Mode databases, see Choosing AWS Eon Mode
Instance Types .
2. Select the desired fulfillment method.
3. Configure the following:
o Supported instance type

o Number of instances to launch. A Vertica cluster usually uses identically configured instances of the same type.
o VPC placement group

Add storage to instances

Consider the following issues when you add storage to your instances:

e Add a number of drives equal to the number of physical cores in your instance—for example, for a c3.8xlarge instance, 16 drives; for an
r3.4xlarge, 8 drives.

e Do not store your information on the root volume.

e Amazon EBS provides durable, block-level storage volumes that you can attach to running instances. For guidance on selecting and configuring an
Amazon EBS volume type, see Amazon EBS Volume Types .

Configure EBS volumes as a RAID array

You can configure your EBS volumes into a RAID 0 array to improve disk performance. Before doing so, use the vioperf utility to determine whether
the performance of the EBS volumes is fast enough without using them in a RAID array. Pass vioperf the path to a mount point for an EBS volume. In
this example, an EBS volume is mounted on a directory named /vertica/data:
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[dbadmin@ip-10-11-12-13 ~]$ /opt/vertica/bin/vioperf /vertica/data

The minimum required 1/O is 20 MB/s read and write per physical processor core on
each node, in full duplex i.e. reading and writing at this rate simultaneously,
concurrently on all nodes of the cluster. The recommended /O is 40 MB/s per

physical core on each node. For example, the I/O rate for a server node with 2
hyper-threaded six-core CPUs is 240 MB/s required minimum, 480 MB/s recommended.

Using direct io (buffer size=1048576, alignment=512) for directory "/vertica/data"

test |directory | counter name | counter | counter | counter | counter | thread | %CPU | %l0 Wait | elapsed | remaining
| | | value |value (10 | value/core | value/core |count | | | time (s)| time (s)
I | | | sec avg) | | (10 sec avg) | [ | |
Write | /vertica/data | MB/s [259 | 259 | 32.375 | 32.375 |18 |4 |11 |10 |65
Write | /vertica/data | MB/s | 248 232 | 31 | 29 |18 |4 |11 |20 |55
Write | /vertica/data | MB/s [240 | 234 | 30 | 29.25 |18 |4 |11 |30 |45
Write | /vertica/data | MB/s | 240 |233 | 30 | 29.125 |8 |4 |13 |40 |35
Write | /vertica/data | MB/s |240 ]233 | 30 | 29.125 |8 |4 |13 |50 |25
Write | /vertica/data | MB/s |240 | 232 | 30 | 29 |18 |4 |12 |60 |15
Write | /vertica/data | MB/s | 240 |238 | 30 | 29.75 |18 14 |12 |70 |5
Write | /vertica/data | MB/s [240 |235 | 30 | 29.375 |8 |4 |12 |75 |0

ReWrite | /vertica/data | (MB-read+MB-write)/s| 237+237 | 2374237 | 29.625+29.625 | 29.625+29.625|8 |4 |22 |10 |65
ReWrite | /vertica/data | (MB-read+MB-write)/s| 235+235 | 2344234 | 29.375+29.375 | 29.25+29.25 |8 |4 |20 |20 |55
ReWrite | /vertica/data | (MB-read+MB-write)/s| 2344234 | 2354235 |29.25+29.25 |29.375+29.375|8 |4 |20 |30 |45
ReWrite | /vertica/data | (MB-read+MB-write)/s| 233+233 | 2344234 |29.125+29.125 | 29.25+29.25 |8 |4 |18 |40 |35
ReWrite | /vertica/data | (MB-read+MB-write)/s| 233+233 | 2344234 |29.125+29.12529.25+29.25 |8 |4 |20 |50 |25
ReWrite | /vertica/data | (MB-read+MB-write)/s| 234+234 | 2354235 |29.25+29.25 |29.375+29.375|8 |3 |19 |60 |15
ReWrite | /vertica/data | (MB-read+MB-write)/s| 233+233 | 236+236 |29.125+29.125 |29.5+29.5 |8 |4 |21 |70 |5

)

ReWrite | /vertica/data | (MB-read+MB-write)/s| 232+232 | 236+236 | 29+29 |29.5+29.5 |8 |4 |21 |75 |0
Read | /vertica/data | MB/s | 248 | 248 | 31 | 31 |8 |4 |12 |10 |65

Read | /vertica/data | MB/s |241 | 236 | 30.125 | 29.5 |8 |4 |15 |20 |55

Read | /vertica/data | MB/s |240 |232 | 30 |29 |8 |4 |10 |30 |45

Read | /vertica/data | MB/s | 240 |232 | 30 |29 |8 |4 |12 |40 |35

Read | /vertica/data | MB/s |240 | 234 | 30 | 29.25 |8 |4 |12 |50 |25

Read | /vertica/data | MB/s |238 | 235 | 29.75 | 29.375 |8 |4 |15 |60 |15

Read | /vertica/data | MB/s | 238 | 232 | 29.75 | 29 |8 |14 |13 |70 |5

Read | /vertica/data | MB/s | 238 |238 | 29.75 | 29.75 |8 3 |9 |75 |0
SkipRead | /vertica/data | seeks/s | 22909 |22909 |2863.62 | 2863.62 |8 |0 |6 |10 |65
SkipRead | /vertica/data | seeks/s | 21989 |21068 |2748.62 | 2633.5 |8 |0 |6 |20 |55
SkipRead | /vertica/data | seeks/s | 21639 | 20936 |2704.88 | 2617 /18 |0 |7 |30 |45
SkipRead | /vertica/data | seeks/s | 21478 | 20999 |2684.75 | 2624.88 |8 |0 |6 |40 |35
SkipRead | /vertica/data | seeks/s | 21381 | 20995 |2672.62 | 2624.38 |8 |0 |5 |50 |25
SkipRead | /vertica/data | seeks/s | 21310 | 20953 |2663.75 | 2619.12 |8 |0 |5 |60 |15
SkipRead | /vertica/data | seeks/s | 21280 |21103 | 2660 | 2637.88 /|8 |0 |8 |70 |5
SkipRead | /vertica/data | seeks/s |21272 | 21142 | 2659 | 2642.75 |18 |0 |6 |75 |0

If the EBS volume read and write performance (the entries with Read and Write in column 1 of the output) is greater than 20MB/s per physical
processor core (columns 6 and 7), you do not need to configure the EBS volumes as a RAID array to meet the minimum requirements to run Vertica.
You may still consider configuring your EBS volumes as a RAID array if the performance is less than the optimal 40MB/s per physical core (as is the
case in this example).

Note

If your EC2 instance has hyper-threading enabled, vioperf may incorrectly count the number of cores in your system. The 20MB/s throughput per
core requirement only applies to physical cores, rather than virtual cores. If your EC2 instance has hyper-threading enabled, divide the counter
value (column 4 in the output) by the number of physical cores. See CPU Cores and Threads Per CPU Core Per Instance Type section in the AWS
documentation topic Optimizing CPU Options for a list of physical cores in each instance type.
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If you determine you need to configure your EBS volumes as a RAID 0 array, see the AWS documentation topic RAID Configuration on Linux the steps
you need to take.

Security group and access

1. Choose between your previously configured security group or the default security group.
2. Configure S3 access for your nodes by creating and assigning an IAM role to your EC2 instance. See AWS authentication for more information.

Connect to an instance

Using your private key, take these steps to connect to your cluster through the instance to which you attached an elastic IPaddress:

1. As the dbadmin user, type the following command, substituting your ssh key:
$ ssh --ssh-identity <ssh key> dbadmin@ elasticipaddress

Select Instances from the Navigation panel.

Select the instance that is attached to the Elastic IP.

Click Connect .

On Connect to Your Instance, choose one of the following options:
o A Java SSH Client directly from my browser —Add the path to your private key in the field Private key path, andclick Launch SSH Client .
o Connect with a standalone SSH client **—**Follow the steps required by your standalone SSH client.
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Connect to an instance from windows using putty

If you connect to the instance from the Windows operating system, and plan to use Putty:

1. Convert your key file using PuTTYgen.
2. Connect with Putty or WinSCP (connect via the elastic IP), using your converted key (i.e., the “ppk file).
3. Move your key file (the *pem file) to the root dir using Putty or WinSCP.

Prepare instances for cluster formation

After you create your instances, you need to prepare them for cluster formation. Prepare your instances by adding your AWS .pem key and your
Vertica license.

By default, each AMI includes a Community Edition license. Once Vertica is installed, you can find the license at this location:

/opt/vertica/config/licensing/vertica_community_edition.license.key

1. As the dbadmin user, copy your “pem file (from where you saved it locally) onto your primary instance.
Depending upon the procedure you use to copy the file, the permissions on the file may change. If permissions change, the install_vertica script
fails with a message similar to the following:
FATAL (19): Failed Login Validation 10.0.3.158, cannot resolve or connect to host as root.

If you receive a failure message, enter the following command to correct permissions on your *pem file:
$ chmod 600 /<name-of-pem>.pem

2. Copy your Vertica license over to your primary instance, placing it in your home directory or other known location.

Change instances on AWS
You can change instance types on AWS. For example, you can downgrade a c3.8xlarge instance to c3.4xlarge. See Supported AWS instance types for a
list of valid AWS instances.

When you change AWS instances you may need to:

e Reconfigure memory settings

® Reset memory size in a resource pool

e Reset number of CPUs in a resource pool
Reconfigure memory settings

If you change to an AWS instance type that requires a different amount of memory, you may need to recompute the following and then reset the
values:

® min_free_kbytes setting
® max_map_count
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Note
You may need root user permissions to reset these values.

Reset memory size in a resource pool

If you used absolute memory in a resource pool, you may need to reconfigure the memory using the MEMORYSIZE parameter in ALTER RESOURCE
POOL .

Note
If you set memory size as a percentage when you created the original resource pool, you do not need to change it here.

Reset number of CPUs in a resource pool
If your new instance requires a different number of CPUs, you may need to reset the CPUAFFINITYSET parameter in ALTER RESOURCE POOL .

Configure storage

Vertica recommends that you store information — especially your data and catalog directories — on dedicated Amazon EBS volumes formatted with a
supported file system. The /opt/vertica/shin/configure_software_raid.sh script automates the storage configuration process.

Caution
Do not store information on the root volume because it might result in data loss.

Vertica performance tests Eon Mode with a per-node EBS volume of up to 2TB. For best performance, combine multiple EBS volumes into a RAID 0
array.

For more information about RAID 0 arrays and EBS volumes, see RAID configuration on Linux .

Determining volume names

Because the storage configuration script requires the volume names that you want to configure, you must identify the volumes on your machine. The
following command lists the contents of the /dev directory. Search for the volumes that begin with xvd :

$ Is /dev

Important
Ignore the root volume. Do not include any of your root volumes in the RAID creation process.

Combining volumes for storage

The configure_software_raid.sh shell script combines your EBS volumes into a RAID 0 array.

Caution
Run configure_software_raid.sh in the default setting only if you have a fresh configuration with no existing RAID settings.

If you have existing RAID settings, open the script in a text editor and manually edit the raid_dev value to reflect your current RAID settings. If you
have existing RAID settings and you do not edit the script, the script deletes important operating system device files.

Alternately, use the Management Console (MC) console to add storage nodes without unwanted changes to operating system device files. For
more information, see Managing database clusters .

The following steps combine your EBS volumes into RAID 0 with the configure_software_raid.sh script:

1. Edit the /opt/vertica/sbin/configure_software_raid.sh shell file as follows:

1. Comment out the safety exit command at the beginning .

2. Change the sample volume names to your own volume names, which you noted previously. Add more volumes, if necessary.
2. Run the /opt/vertica/sbin/configure_software_raid.sh shell file. Running this file creates a RAID 0 volume and mounts it to /vertica/data .
3. Change the owner of the newly created volume to dbadmin with chown .


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ebs-volume-types.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/raid-config.html

4. Repeat steps 1-3 for each node on your cluster.

Create a cluster

On AWS, use the install_vertica script to combine instances and create a cluster. Check your My Instances page on AWS for a list of current instances
and their associated IP addresses. You need these IP addresses when you run install_vertica .

Create a cluster as follows:

1. While connected to your primary instance, enter the following command to combine your instances into a cluster. Substitute the IP addresses for
your instances and include your root *.pem file name.
$ sudo /opt/vertica/sbin/install_vertica --hosts 10.0.11.164,10.0.11.165,10.0.11.166 \
--dba-user-password-disabled --point-to-point --data-dir /vertica/data \
--ssh-identity ~/name-of-pem.pem --license license.file

Note
o If you are using Vertica Community Edition, which limits you to three instances, you can specify -L. CE with no license file.
o When you issue install_vertica or update_vertica on a Vertica AMI script, --point-to-point is the default. This parameter configures Spread
to use direct point-to-point communication between all Vertica nodes, which is a requirement for clusters on AWS.
o If you are using IPv6 network addresses to identify the hosts in your cluster, use the --ipv6 flag in your install_vertica command. You must
also use IP addresses instead of host names, as the AWS DNS server cannot resolve host names to IPv6 addresses.

2. After combining your instances, Vertica recommends deleting your *.pem key from your cluster to reduce security risks. The example below uses
the shred command to delete the file:
$ shred name-of-pem.pem

3. After creating one or more clusters, create your database or connect to Management Console on AWS .

For complete information on the install_vertica script and its parameters, see Install Vertica with the installation script.

Important
Stopping or rebooting an instance or cluster without first shutting down the database down, may result in disk or database corruption. To safely shut
down and restart your cluster, see Operating the database .

Check open ports manually using the netcat utility

Once your cluster is up and running, you can check ports manually through the command line using the netcat (nc) utility. What follows is an example
using the utility to check ports.

Before performing the procedure, choose the private IP addresses of two nodes in your cluster.
The examples given below use nodes with the private IPs:
10.0.11.60 10.0.11.61
Install the nc utility on your nodes. Once installed, you can issue commands to check the ports on one node from another node.
To check a TCP port:
1. Putone node in listen mode and specify the port. The following sample shows how to put IP 10.0.11.60 into listen mode for port 480
[root@ip-10-0-11-60 ~J# nc -1 4804
2. From the other node, run nc specifying the IP address of the node you just put in listen mode, and the same port number.
[root@ip-10-0-11-61 ~J# nc 10.0.11.60 4804
3. Enter sample text from either node and it should show up on the other node. To cancel after you have checked a port, enter Ctrl+C .

Note
To check a UDP port, use the same nc commands with the —u option.



[root@ip-10-0-11-60 ~J# nc -u -1 4804
[root@ip-10-0-11-61 ~]# nc -u 10.0.11.60 4804

Management Console on AWS

Management Console (MC) is a database management tool that allows you to view and manage aspects of your cluster. Vertica provides an MC AMI,
which you can use with AWS. The MC AMI allows you to create an instance, dedicated to running MC, that you can attach to a new or existing Vertica
cluster on AWS. You can create and attach an MC instance to your Vertica on AWS cluster at any time.

After you launch your MC instance and configure your security group settings, you can log in to your database. To do so, use the elastic IP you
specified during instance creation.

From this elastic IP, you can manage your Vertica database on AWS using standard MC procedures.

Considerations when using MC on AWS

e Because MCis already installed on the MC AMI, the MC installation process does not apply.
e To uninstall MC on AWS, follow the procedures provided in Uninstalling Management Console before terminating the MC Instance.

Related topics
e Using Management Console
e Managing Database Clusters
e Network ACL settings

Vertica on Microsoft Azure

Vertica supports automatic deployment on Azure through the Microsoft Azure Marketplace, or manual installation and deployment on Azure VMs.

You can deploy a Vertica database on the Microsoft Azure Cloud running in either Enterprise Mode or Eon Mode. . In Eon Mode, Vertica stores its data
communally using Azure block blob storage.

This section explains how to deploy a Vertica database to Microsoft Azure.
For more information about Azure, see the Azure documentation .

In this section

® Recommended Azure VM types and operating systems
e Fon Mode on Azure prerequisites

e Deploy Vertica from the Azure Marketplace

e Manually deploy Vertica on Microsoft Azure

Recommended Azure VM types and operating systems
Recommended Azure VM types

Vertica supports a range of Microsoft Azure virtual machine (VM) types, each optimized for different purposes. Choose the VM type that best matches
your performance and price needs as a user.

Note
The GS VMs are not available in all regions, or from the Azure Marketplace.

You can use them by following the manual deployment steps described in Manually deploy Vertica on Microsoft Azure .

For the best performance in most common scenarios, use one of the following VMs:

Virtual Machine Types Virtual Machine Size


https://azure.microsoft.com/en-us/documentation/services/virtual-machines/linux/

Memory optimized DS13_v2
DS14_v2
DS15_v2
D8s_v3
D16s_v3

D32s_v3

High memory and I/0 throughput GS3
GS4
GS5
E8s_v3
E16s_v3
E32s_v3
L8s
L16s

L32s

Recommended Azure operating systems

For best performance, use one of the following operating systems when deploying Vertica on Azure:

e Red Hat 7.3 or later
e CentOS 7.3 or later. The Azure Marketplace solution as of this writing (June 2017) is based on CentOS 7.3.1611.

For more information, see Supported platforms .

Eon Mode on Azure prerequisites

Before you can create an Eon Mode database on Azure, you must have a database cluster and an Azure blob storage container to store your
database's data.

You can create an Eon Mode database on a cluster that is hosted on Azure. In this configuration, your database stores its data communally in Azure
Blob storage. See Eon Mode to learn more about this database mode.

Note
If you have an existing Enterprise Mode database, you can migrate it to an to Eon Mode database running on Azure. See Migrating an enterprise
database to Eon Mode .

Cluster requirements

Before you can create an Eon Mode database on Azure, you must provision a cluster to host it. See Configuring your Vertica cluster for Eon Mode for
suggestions on choosing VM configurations and the number of nodes your cluster should start with.

Storage requirements

An Eon Mode database on Azure stores its data communally in Azure blob storage. Vertica only supports block blob storage for communal data
storage, not append or page blob storage.

You must create a storage path for Vertica to use exclusively. This path can be a blob container or a folder within a blob container. This path must not
contain any files. If you attempt to create an Eon Mode database with a container or folder that contains files, admintools returns an error.

You pass Vertica a URI for the storage path using the azb:// schema. See Azure Blob Storage object store for the format of this URI.




You must also configure the storage container so Vertica is authorized to access it. Depending on authentication method you use, you may need to
supply Vertica the with credentials to access the container. Vertica can use one of following methods to authenticate with the blob storage container:

e Using Azure managed identities. This authentication method is transparent—you do not need to add any authentication configuration information
to Vertica. Vertica automatically uses the managed identity bound to the VMs it runs on to authenticate with the blob storage container. See the
Azure AD-managed identities for Azure resources documentation page in the Azure documentation for more information.

If you provide credentials for either of the other two supported authentication methods, Vertica uses them instead of authenticating using a
managed identity bound to your VM.

Note
If your Azure VMs have more than one managed identity bound to them, you must tell Vertica which identity to use when authenticating with
the blob storage container. Vertica gets the identity to use from a tag set on the VMs that it is running on.

On your VMs, create a tag with its key named VerticaManagedldentityClientld and its value to the name of a managed identity bound to your
VMs. See the Use tags to organize your Azure resources and management hierarchy page in the Azure documentation for more information.

e Using an account name and access key credentials for a service account that has full access to the blob storage container. In this case, you provide
Vertica with the credentials when you create the Eon Mode database. See Creating an Authentication File for details.

e Using a shared access signature (SAS) that grants Vertica access to the storage container. See Grant limited access to Azure Storage resources
using shared access signatures (SAS) in the Azure documentation. See Creating an Authentication File for details.

For details on how Vertica accesses Azure blob storage, see Azure Blob Storage object store .

Azure Blob Storage encryption

Eon Mode databases on Azure support some of the encryption features built into Azure Storage. You can use its encryption at rest feature
transparently—you do not need to configure Vertica to take advantage of it. You can use Microsoft-managed or customer-managed keys for storage
encryption. Vertica does not support Azure Storage's client-side encryption and encryption using customer-provided keys. See the Azure Data
Encryption at rest page in the Azure documentation for more information about the encryption at rest features in Azure Storage.

Deploy Vertica from the Azure Marketplace

Deploy Vertica in the Microsoft Azure Cloud using the Vertica Data Warehouse entry in the Azure Marketplace. Vertica provides the following
deployment options:

e Fon Mode : Deploy a Management Console (MC) instance, and then provision and create an Eon Mode database from the MC. For cluster and
storage requirements, see Eon Mode on Azure prerequisites .

e Enterprise Mode : Deploy a four-node Enterprise Mode database comprised of one MC instance and three database nodes. This requires an Azure
subscription with a minimum of 12 cores for the Vertica Marketplace solution.
The Enterprise Mode deployment uses the MC primarily as a monitoring tool. For example, you cannot provision and create a database with an
Enterprise Mode MC. For information about creating and managing an Enterprise Mode database, see Create a database using administration
tools .

Create a deployment
Eon Mode and Enterprise Mode require much of the same information for deployment. Any information that is not required for both deployment
types is clearly marked.

1. Select the deployment type
1. Sign in to your Microsoft Azure account. From the Home screen, select Create a resource under Azure services .
2. Search for Vertica Data Warehouse and select it from the search results.
3. Onthe Vertica Data Warehouse page, select one of the following:
o To deploy an MC instance that can manage an Eon Mode database, select Vertica Data Warehouse, Eon BYOL .
o To deploy an Enterprise Mode database, select Vertica Data Warehouse, Enterprise BYOL .
4. On the next screen, select Create .

After you select your deployment type, the Basics tab on the Create Vertica Data Warehouse page displays.

2. Add project and instance details on the basics tab

Provide the following information in the Project details and Instance details sections:

1. Subscription : Azure bills this subscription for the cluster resources.
2. Resource group : The location to save all of the Azure resources. Create a new resource group or choose an existing one from the dropdown list.


https://docs.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/
https://docs.microsoft.com/en-us/azure/azure-resource-manager/management/tag-resources
https://docs.microsoft.com/en-us/azure/storage/common/storage-sas-overview?toc=/azure/storage/blobs/toc.json
https://docs.microsoft.com/en-us/azure/security/fundamentals/encryption-atrest
https://azuremarketplace.microsoft.com/en-us/marketplace/apps/category/analytics?page=1&search=Vertica&filters=virtual-machine-images
https://docs.microsoft.com/en-us/microsoft-365/enterprise/subscriptions-licenses-accounts-and-tenants-for-microsoft-cloud-offerings?view=o365-worldwide
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7.
8.

. Region : The location where the virtual machine running your MC instance is deployed.

. VerticaManagement Console User : Eon Mode only. The administrator username for the MC.

. SSH public key for OS Access : Provide the SSH public key associated with the Vertica User , for command line access to the virtual machine.

. Password for MC Access : Enter a password to log in to Management Console. Note that Management Console requires that you change your

password after the initial login.
Confirm password : Reenter the value you entered in Password for MC Access .
Select Next: Virtual Machine Settings > .

3. Select virtual machine settings

Provide the following information on the Virtual Machine Settings tab:

1.

6.

Management Console VM size : Select Change size to customize the VM settings or select the default. For a list of VM types recommended by use
case, see Recommended Azure VM types and operating systems .

. Storage account of Eon DB : Eon Mode only. The storage account associated with the database deployment.
. Number of Vertica Cluster nodes : Enterprise Mode only. The number of nodes to deploy in the cluster, in addition to the MC instance.

The Community Edition (CE) license is automatically applied to the cluster. This license is limited to 1 TB of RAW data 3 Vertica nodes. If you select
more than 3 nodes with a CE license, the initial database is created on the first 3 nodes. For information about upgrading your license, see
Managing licenses .

. Vertica Node VM size : Enterprise Mode only. Select the VM type to deploy in your cluster. Use the default or select Change size to customize the

VM settings. For a list of VM types recommended by use case, see Recommended Azure VM types and operating systems .

. Total RAW storage per node : Enterprise Mode only. Select the amount of storage per node from the dropdown list. Each VM has a set of

premium data disks that are configured and presented as a single storage location.
Select Next: Network Settings > .

4. Select network settings

Provide the following information on the Network Settings tab:

1.

5.

Virtual Network : The virtual network that hosts the Vertica cluster. Create a new virtual network or select an existing one from the dropdown
list.
If you select an existing virtual network, Vertica recommends that you already created a subnet to use for the deployment.

. First subnet : The subnet for the associated Virtual Network . Create a new subnet or select an existing one from the dropdown list.
. Public IP Address Resource Name : Each VM is configured with a publicly accessible IP address. This field allows you to specify the resource

name for those IP addresses, and whether they are static or dynamic. The first public IP address resource is created exactly as entered, and
associated with the VerticaManagement Console. Azure appends a number from 1 to 16 to the resource name for each additional Vertica cluster
node created. This number associates each VM with a resource.

. Domain Name Label for Management Console: Because each VM has a public IP address, each node requires a DNS name. Enter a prefix for the

name. The first DNS name is created exactly as entered, and associated with the VerticaManagement Console. Azure appends a number from 1 to
16 to the DNS name for each Vertica cluster node created. That number associates each VM with a resource. Azure adds the remaining part of the
fully qualified domain name based on the location where you created the cluster.

Select Next: Review + create > .

5. Verify on review + create

As the Review + create page loads, Azure validates your settings. After it passes validation, review your settings. When you are satisfied with your
selections, select Create .

Access the MC after deployment

After your resources are successfully deployed, you are brought to the Overview page on Home > resources-name > Deployments . You must
retrieve your Management Console IP address and username to log in.

AwWN -

. From the Overview page, select Outputs in the left navigation.
. Copy the Vertica Management Console URL and Vertica Management Console user name *.
. Paste the Vertica Management Console URL in the browser address bar and press Enter .

Depending on your browser, you might receive a warning of a security risk. If you receive the warning, select the Advanced button and follow the
browsers instructions to proceed to the Management Console.

. On the VerticaManagement Console log in page, paste the Vertica Management Console user name, and enter the Password for MC Access

that you entered on Basics > Project details when you were deploying your MC instance.

Delete a resource group

For details about the Azure Resource Manager and deleting a resource group, see the Azure documentation .

Manually deploy Vertica on Microsoft Azure


https://docs.microsoft.com/en-us/azure/azure-resource-manager/management/delete-resource-group?tabs=azure-powershell

Manually creating a database cluster for your Vertica deployment lets you customize your VMs to meet your specific needs. You often want to
manually configure your VMs when deploying a Vertica cluster to host an Eon Mode database.

To start creating your Vertica cluster in Azure using manual steps, you first need to create a VM. During the VM creation process, you create and
configure the other resources required for your cluster, which are then available for any additional VMs that you create.

In this section

e Configure and launch a new instance
e Connect to a virtual machine
e Prepare the virtual machines

e Configure storage
e Form a cluster and install Vertica

Configure and launch a new instance

An Azure VM is similar to a traditional host. Just as with an on-premises cluster, you must prepare and configure the hardware settings for your cluster
and network before you install Vertica.

The first steps are:

1. From the Azure marketplace, select an operating system that Vertica supports.
2. Select a VM type.See Recommended Azure VM types and operating systems .
3. Choose a deployment model. For best results, choose the resource manager deployment model.

Configure network security group

Vertica has specific network security group requirements, as described in Create a security group .

Create and name your own network security group, following these guidelines.
You must configure SSH as:

e Protocol: TCP

® Source port range: Any

e Destination port range: 22
e Source: Any

e Destination: Any

You can make additional modifications, based on your specific requirements.

Add disk containers

Create an Azure storage account, which later contains your cluster storage disk containers.
For optimal throughput, select Premium storage and align the storage to your chosen VM type.

For more information about what a storage account is, and how to create one, refer to About Azure storage accounts .

For an Enterprise Mode database deployment, provision enough space

Configure credentials

Create a password or assign an SSH key pair to use with Vertica.

For information about how to use key pairs in Azure, see How to create and use an SSH public and private key pair for Linux VMs in Azure .

Assign a public IP address

A public IP is an IP address that you can use to connect to your cluster externally. For best results, assign a single static public IP to a node in your
cluster. You can then connect to other nodes in your cluster from your primary node using the internal IP addresses that Azure generated when you
specified your virtual network settings.

By default, a public IP address is dynamic; it changes every time you shut down the server. You can choose a static IP address, but doing so can add
cost to your deployment.

During a VM installation, you cannot set a DNS name. If you use dynamic public IPs, set the DNS name in the public IP resource for each VM after
deployment.

For information about public IP addresses, refer to IP address types and allocation methods in Azure .

Create additional VMs


https://azure.microsoft.com/en-us/documentation/articles/storage-create-storage-account/
https://azure.microsoft.com/en-us/documentation/articles/virtual-machines-linux-ssh-from-linux/
https://azure.microsoft.com/en-us/documentation/articles/virtual-network-ip-addresses-overview-arm/

If needed, to create additional VMs, repeat the previous instructions in this document.

Connect to a virtual machine

Before you can connect to any of the VMs you created, you must first make your virtual network externally accessible. To do so, you must attach the
public IP address you created during network configuration to one of your VMs.

Connect to your VM

To connect to your VM, complete the following tasks:

1. Connect to your VM using SSH with the public IP address you created in the configuration steps.
2. Authenticate using the credentials and authentication method you specified during the VM creation process.

Connect to other VMs

Connect to other virtual machines in your virtual network by first using SSH to connect to your publicly connected VM. Then, use SSH again from that
VM to connect through the private IP addresses of your other VMs.

If you are using private key authentication, you may need to move your key file to the root directory of your publicly connected VM. Then, use PuTTY
or WinSCP to connect to other VMs in your virtual network.

Prepare the virtual machines

After you create your VMs, you need to prepare them for cluster formation.

Add the Vertica license and private key

Prepare your nodes by adding your private key (if you are using one) to each node and to your Vertica license. These steps assume that the initial user
you configured is the DBADMIN user.

1. As the dbadmin user, copy your private key file from where you saved it locally onto your primary node.
Depending upon the procedure you use to copy the file, the permissions on the file may change. If permissions change, the install_vertica script

fails with a message similar to the following:
Failed Login Validation 10.0.2.158, cannot resolve or connect to host as root.

If you receive a failure message, enter the following command to correct permissions on your private key file:
$ chmod 600 /<name-of-key>.pem

2. Copy your Vertica license to your primary VM. Save it in your home directory or other known location.

Install software dependencies for Vertica on Azure

In addition to the Vertica standard Package dependencies , as the root user, you must install the following packages before you install Vertica on
Azure:

® pstack
e mcelog
® sysstat
e dialog

Configure storage

Use a dedicated Azure storage account for node storage.

Caution
Caution: Do not store your information on the root volume, especially your data and catalog directories. Storing information on the root volume
may result in data loss.

When configuring your storage, make sure to use a supported file system. For details, see File system .

Attach disk containers to virtual machines (VMs)

Using your previously created storage account, attach disk containers to your VMs that are appropriate to your needs.
For best performance, combine multiple storage volumes into RAID-0. For most RAID-0 implementations, attach 6 storage disk containers per VM.

Combine disk containers for storage



If you are using RAID, follow these steps to create a RAID-0 drive on your VMs. The following example shows how you can create a RAID-0 volume
named md10 from 6 individual volumes named:

sdc
sdd
sde
sdf

sdg
sdh

. Form a RAID-0 volume using the mdadm utility:

$ mdadm --create /dev/md10 --level 0 --raid-devices=6 \
/dev/sdc /dev/sdd /dev/sde /dev/sdf /dev/sdg /dev/sdh

Format the file system to be one that Vertica supports:
$ mkfs.ext4 /dev/md10

Find the UUID on the newly-formed RAID volume using the blkid command. In the output, look for the device you assigned to the RAID volume:
$ blkid

/dev/md10 : UUID="e7510a6f-2922-4413-b5fa-9dcd725967fd" TYPE="ext4" PARTUUID="fb9b7449-08c3-4231-9ee5-086f7b0c9001"

The RAID device can be renamed after a reboot. To ensure the filesystem is mounted in a predictable location on your VM, create a directory to
use as the mount point to mount the filesystem. For example, you can choose to create a mount point named /data that you will use to store your

database's catalog and data (or depot, if you are running Vertica in Eon Mode).
$ mkdir /data

Using a text editor, add an entry to the /etc/fstab file for the UUID of the filesystem and your mount point so it is mounted when the system boots:
UUID=RAID_UUID mountpoint ~ ext4 defaults,nofail,nobarrier 0 2

For example, if you have the UUID shown in the previous example and the mount point /data , add the following line to the /etc/fstab file:
UUID=e7510a6f-2922-4413-b5fa-9dcd725967fd /data  ext4 defaults,nofail,nobarrier 0 2

Mount the RAID filesystem you added to the fstab file. For example, to mount a mount point named /data use the command:
$ mount /data

. Create folders for your Vertica data and catalog under your mount point.

$ mkdir /data/vertica
$ mkdir /data/vertica/data

If you are planning to run Vertica in Eon Mode, create a directory for the depot instead of data:
$ mkdir /data/vertica/depot

Create a swap file

In addition to storage volumes to store your data, Vertica requires a swap volume or swap file to operate.

Create a swap file or swap volume of at least 2 GB. The following steps show how to create a swap file within Vertica on Azure:

1.

Install devnull and swapfile:
$ install -o root -g root -m 0600 /dev/null /swapfile

Create the swap file:
$ dd if=/dev/zero of=/swapfile bs=1024 count=2048k

Prepare the swap file using mkswap :
$ mkswap /swapfile

Use swapon to instruct Linux to swap on the swap file:
$ swapon /swapfile

. Persist the swapfile in FSTAB:

$ echo "/swapfile swap swap auto 0 0" >> /etc/fstab



Repeat the volume attachment, combination, and swap file creation procedures for each VM in your cluster.

For more information

e About Azure storage accounts
e Prepare disk storage locations
e Storage Requirements

Form a cluster and install Vertica

Use the install_vertica script to combine two or more individual VMs to form a cluster and install the Vertica database.

Download Vertica

To download the Vertica server appropriate for your operating system and license type, go to www.vertica.com/download/vertica .

Run the rpm to extract the files.

After you complete the download and extraction, the next section describes how to use the install_vertica script to form a cluster and install the Vertica
database software.

Before you start

Before you run the install_vertica script:

e Check the Virtual Network page for a list of current VMs and their associated private IP addresses.

e |dentify your storage location. The installer assumes that you have mounted your storage to /vertica/data . To specify another location, use the --
data-dir argument.

e |dentify your storage location. To create your database's data directory on mounted RAID drive, when you run the install_vertica script, provide
/vertica/data as the value of the --data-dir option .

Caution
Caution: Do not store your data on the root drive.

Combine virtual machines (VMs)

The following example shows how to combine VMs using the install_vertica script.

1. While connected to your primary node, construct the following command to combine your nodes into a cluster.
$ sudo /opt/vertica/sbin/install_vertica --hosts 10.2.0.164,10.2.0.165,10.2.0.166 --dba-user-password-disabled --point-to-point --data-dir /vertica/data --
ssh-identity ~/<name-of-private-key>.pem --license <license.file>

2. Substitute the IP addresses for your VMs and include your root key file name, if applicable.

3. Include the --point-to-point parameter to configure spread to use direct point-to-point communication between all Vertica nodes, as required for
clusters on Azure when installing or updating Vertica.

4. If you are using Vertica Community Edition, which limits you to three nodes, specify -L CE with no license file.

5. After you combine your nodes, to reduce security risks, keep your key file in a secure place—separate from your cluster—and delete your on-
cluster key with the shred command:
$ shred examplekey.pem

Important
You need your key file to perform future Vertica updates.

6. Reboot your cluster to complete the cluster formation and Vertica installation.

For complete information on the install_vertica script and its parameters, see Install Vertica with the installation script .

After your cluster is up and running

Now that your cluster is configured and running, take these steps:

1. Log into one of the database nodes using the database administrator account (named dbadmin by default).
2. Create and start a database:
o To create an Enterprise Mode database, see Create a database using administration tools .

o To create an Eon Mode database, see Manually create an Eon Mode database on Azure .
3. Configure your database. See Configuring the database .



https://azure.microsoft.com/en-us/documentation/articles/storage-create-storage-account/
https://www.vertica.com/download/vertica/

Vertica on Google Cloud Platform

Vertica supports automatic deployment on Google Cloud Platform (GCP) through the Google Cloud Launcher, or manual installation and deployment
on GCP machines.

You can deploy a Vertica database on GCP running in either Enterprise Mode or Eon Mode . In Eon Mode, Vertica stores its data communally using
Google Cloud Storage (GCS).

This section explains how to deploy a Vertica database to GCP.

For more information about GCP, see the Google Cloud documentation .

In this section

e Supported GCP machine types
e Deploy Vertica from the Google cloud marketplace
¢ Manually deploy an Enterprise Mode database on GCP

Supported GCP machine types

Vertica Analytic Database supports a range of machine types, each optimized for different workloads. When you deploy your Vertica Analytic Database
cluster to the Google Cloud Platform (GCP), different machine types are available depending on how you provision your database.

Note
Some machine types are not available across all regions.

The sections below list the GCP machine types that Vertica supports for Vertica cluster hosts, and for use in Management Console. For details on the
configuration of the machine type options, see the Google Cloud documentation's Machine types page.

Machine types available for MC hosts

Vertica supports all N1, N2, E2, M1, M2, and C2 machine types to deploy an instance for running the Vertica Management Console.

Tip
In most cases, 8 vCPUs are sufficient when selecting a machine type for running the Management Console.

Machine types available for Vertica database cluster hosts

Vertica supports all N1, N2, E2, M1, M2, and C2 machine types to deploy cluster hosts.

Machine types for Vertica database cluster hosts provisioned from MC

The table below lists the GCP machine types that Vertica supports when you provision your cluster from Management Console.

Machine Type Machine Name

N1 standard n1-standard-16
n1-standard-32

n1-standard-64

N1 high-memory n1-highmem-16
n1-highmem-32

n1-highmem-64
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N2 standard n2-standard-16
n2-standard-32
n2-standard-48

n2-standard-64

N2 high-memory n2-highmem-16
n2-highmem-32
n2-highmem-48

n2-highmem-64

Deploy Vertica from the Google cloud marketplace

The Vertica entries in the Google Cloud Launcher Marketplace let you quickly deploy a Vertica cluster in the Google Cloud Platform (GCP). Currently,
three entries let you select the database mode and the license you want to use:

e The Enterprise Mode launcher deploys a Vertica database with 3 or more nodes, plus an additional VM running the Management Console (MC).
See Deploy an Enterprise Mode database in GCP from the marketplace for more information.

e The Eon Mode BYOL (bring your own license) launcher deploys a single instance running the MC. You use this MC instance to deploy a Vertica
database running on Eon Mode. This database has a community license applied to it initially. You can later upgrade it to a license you have
obtained from Vertica. See Deploy an MC instance in GCP for Eon Mode for more information.

e The Eon Mode BTH (by the hour) launcher also deploys a single instance running the MC that you use to deploy a database. This database has a
by-the-hour license applied to it. Instead of paying for a license up front, you pay an hourly fee that covers both Vertica and running your
instances. The BTH license is automatically applied to all clusters you create using a BTH MC instance. See Deploy an MC instance in GCP for Eon

Mode for more information. If you choose, you can upgrade this hourly license to a longer-term license you purchase from Vertica. To move a BTH

cluster to a BYOL license, follow the instructions in Moving a cloud installation from by the hour (BTH) to bring your own license (BYOL) .

Note

Vertica clusters that use IPv6 to identify hosts have not been tested on GCP. Vertica recommends you use |Pv4 addresses to identify the hosts in
your cluster on GCP.

In this section

e EFon Mode on GCP prerequisites
e Deploy an Enterprise Mode database in GCP from the marketplace
e Deploy an MC instance in GCP for Eon Mode

Eon Mode on GCP prerequisites

Before deploying an Eon Mode database on GCP, you must take several steps:

e Review the default service account's permissions for your GCP project.
® Create an HMAC key to use when creating your cluster.
e Create a communal storage location.

Service account permissions

Service accounts allow automated processes to authenticate with GCP. The Eon Mode database deployment process uses the project's service
account for your GCP project to deploy instances. When you create a new project, GCP automatically creates a default service account (identified by
project_number -compute@developer.gserviceaccount.com ) for the project and grants it the IAM role Editor. See the Google Cloud documentation's
Understanding roles for details about this and other IAM roles.

The Editor role lets the service account create resources from the Marketplace. When you create an instance of the Management Console (MC), the
MC uses the account to deploy further resources, such as provisioning instances for an database.

For details, see the Google Cloud documentation's Understanding service accounts page.

Permissions and roles
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To deploy Vertica on GCP, your user account must have the:

e Editor role.
® runtimeconfig.waiters.getlamPolicy permission.

Creating an HMAC key

Vertica uses a hash-based message authentication code (HMAC) key to authenticate requests to access the communal storage location. This key has
two parts: an access ID and a secret. When you create an Eon Mode database in GCP, you provide both parts of an HMAC key for the nodes to use to
access communal storage.

To create an HMAC key:

N

o kW

. Log in to your Google Cloud account.

If the name of the project you will use to create your database does not appear in the top banner, click the dropdown and select the correct
project.

In the navigation menu in the upper-left corner, under the Storage heading, click Storage and select Settings .

In the Settings page, click Interoperability .

Scroll to the bottom of the page and find the User account HMAC heading.

Unless you have already set a default project, you will see the message stating you haven't set a default project for your user account yet. Click the
Set project-id as default project button to choose the current project as your default for interoperability.

User account HMAC

You can authenticate yourself when making requests to Cloud Storage using
access keys tied to your user account instead of your organization's service
accounts. With this option, members of your organization maintain their own
access keys and set their own default projects.

Default project for interoperable access
The Interoperability API uses your default project for all create bucket and list
bucket requests made from your user account

&) You haven't set a default project for your user account yet

Set myproject-1338 as default proiect

Note
The project ID appears in the button label, not the project name.

. Under Access keys for your user account, click Create a key .
. Your new access key and secret appear in the HMAC key list. You will need them when you create your Eon Mode database. You can copy them to

a handy location (such as a text editor) or leave a browser tab open to this page while you use another tab or window to create your database.
These keys remain available on this page, so you do not need to worry about saving them elsewhere.

Caution

It is vital that you protect the security of your HMAC key. It can grant others access to your Eon Mode database's communal storage location. This
means they could access all of the data in your database. Do not write the HMAC key anyplace where it may be exposed, such as email, shared
folders, or similar insecure locations.

Creating a communal storage location

Your Eon Mode database needs a storage location for its communal storage. Eon Mode databases running on GCP use Google Cloud Storage (GCS) for
their communal storage location. When you create your new Eon Mode database, you will supply the MC's wizard with a GCS URL for the storage
location.

This location needs to meet the following criteria:

e The URL must include at least a bucket name. You can use one or more levels of folders, as well. For example, the following GCS URLs are valid:

o gs://verticabucket/mydatabase
o gs://verticabucket/databases/mydatabase
o gs://verticabucket
Multiple databases can share the same bucket, as long as each has its own folder.



e |f provided, the lowest-level folder in the URL must not already exist. For example, in the GCS URL gs://verticabucket/databases/mydatabase , the
bucket named verticabucket and the directory named databases must exist. The subdirectory named mydatabase must not exist. The Vertica install
process expects to create the final folder itself. If the folder already exists, the installation process fails.

Note

If you have a communal storage location that already contains data from a previous Eon Mode database that you want to access, use the
revive process, rather than installing a new database. See Stopping, starting, terminating, and reviving Eon Mode database clusters for
details.

e The permissions on the bucket must be set to allow the service account read, write, and delete privileges on the bucket. The best role to assign to
the user to gain these permissions is Storage Object Admin .

e To prevent performance issues, the bucket must be in the same region as all of the nodes running the Eon Mode database.

e |fyou create the database through the admintools Ul, you must set gcsauth as a bootstrap parameter in admintools.conf . For more information on

this and other GCP parameters, see Google Cloud Storage parameters .
[BootstrapParameters]
gcsauth = ID:secret

Deploy an Enterprise Mode database in GCP from the marketplace

The Vertica Cloud Launcher solution creates a Vertica Enterprise Mode database. The solution includes the Vertica Management Console (MC) as the
primary Ul for you to get started.

The launcher automatically creates a database named vdb using the Community Edition (CE) license. The CE license is limited to a maximum of 3
nodes. You can tell the launcher to add more than 3 nodes to your deployment. In this case, it uses the first three nodes in the cluster to create the
database. The remaining nodes are not part of the database, but are added to your cluster. To add these nodes to your database, you must replace
the Community Edition license with a license key you receive from the Software Entitlement support site. See Managing licenses for more information.

After the launcher creates the initial database, it configures the MC to attach to that database automatically.

Configure the Vertica cloud launcher solution

To get started with a deployment of Vertica from the Google Cloud Launcher, search for the Vertica Data Warehouse, Enterprise Mode entry.

Follow these steps:

1. Verify that your user account has the Editor role and the runtimeconfig.waiters.getlamPolicy permission.
2. From the listing page, click LAUNCH .
3. Onthe New Vertica Analytics Platform deployment page, enter the following information:

o Deployment name : Each deployment must have a unique name. That name is used as the prefix for the names of all VMs created during the
deployment. The deployment name can only contain lowercase characters, numbers, and dashes. The name must start with a lowercase letter
and cannot end with a dash.

o Zone : GCP breaks its cloud data centers into regions and zones. Regions are a collection of zones in the same geographical location. Zones are
collections of compute resources, which vary from zone to zone.

For best results, pick the zone in your designated region that supports the latest Intel CPUs. For a complete listing of regions and zones,
including supported processors, see Regions and Zones .
o Service Account : Service accounts allow automated processes to authenticate with GCP. Select the default service account, identified by

project_number -compute@developer.gserviceaccount.com .

o Under Vertica Management Console , choose the configuration for the virtual machine that will run the Management Console. The Vertica
Analytics Platform in Cloud Launcher always deploys the Vertica Management Console (MC) as part of the solution.
The default machine type for MC is sufficient for most deployments. You can choose another machine type that better suits any additional
purposes, such serving as a target node for backups, data transformation, or additional management tools.

o Node count for Vertica Cluster : The total number of VMs you want to deploy in the Vertica Cluster. The default is 3.

Note
As mentioned above, the Cloud Launcher automatically deploys the Vertica Community Edition license, which limits the database to 3
nodes and up to 1 TB in raw data. Any additional nodes will be part of your database cluster, but will not be part of your database.

If you intend to use the Community Edition license for your database, leave the setting at 3. Otherwise, you would add nodes that will sit
idle and cost you money without being part of your database.
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o Machine type for Vertica Cluster nodes : The Cloud Launcher builds each node in the cluster using the same machine type. Modify the
machine type for your nodes based on the workloads you expect your database to handle. See Supported GCP machine types for more
information.

o Data disk type : GCP offers two types of persistent disk storage: Standard and SSD. The costs associated with Standard are less, but the
performance of SSD storage is much better. Vertica recommends you use SSD storage. For more information on Standard and SSD persistent
disks, see Storage Options .

o Disk size in GB : Disk performance is directly tied to the disk size in GCP. The default value of 2000 GBs (2 TB) is the minimum disk size for SSD
persistent disks that allows maximum throughput.

If you select a smaller disk size, the throughput performance decreases. If you select a large disk size, the performance remains the same as
the 2 TB option.

o Network : VMs in GCP must exist on a virtual private cloud (VPC). When you created your GCP account, a default VPC was created. Create
additional VPCs to isolate solutions or projects from one another. The Vertica Analytics Plaform creates all the nodes in the same VPC.

o Subnetwork : Just as a GCP account may have multiple VPCs, each VPC may also have multiple subnets. Use additional subnets to group or
isolate solutions within the same VPC.

o Firewall : If you want your MC to be accessible via the internet, check the Allow access to the Management Console from the Internet box.
Vertica recommends you protect your MC using a firewall that restricts access to just the IP addresses of users that need to access it. You can
enter one or more comma-separated CIDR address ranges.

After you have entered all the required information, click Deploy to begin the deployment process.

Monitor the deployment

After the deployment begins, Google Cloud Launcher automatically opens the Deployment Manager page that displays the status of the deployment.
Items that are still being processed have a spinning circle to the left of them and the text is a light gray color. Items that have been created are dark
gray in color, with an icon designating that resource type on the left.

After the deployment completes, a green check mark appears next to the deployment name in the upper left-hand section of the screen.

Accessing the cluster after deployment

After the deployment completes, the right-hand section of the screen displays the following information:

e dbadmin password: A randomly generated password for the dbadmin account on the nodes. For security reasons, change the dbadmin password
when you first log in to one of the Vertica cluster nodes.

e mcadmin password: A randomly generated password for the mcadmin account for accessing the Management Console. For security reasons,
change the mcadmin password after you first log in to the MC.

e Vertica Node 1 IP address: The external IP address for the first node in the Vertica cluster is exposed here so that you can connect to the VM using
a standard SSH client.To access the MC, press the Access Vertica MC button in the Get Started section of the dialog box. Copy the mcadmin
password and paste it when asked.

For more information on using the MC, see Management Console .

Access the cluster nodes

There are two ways to access the cluster nodes directly:

e Use GCP's integrated SSH shell by selecting the SSH button in the Get Started section. This shell opens a pop-up in your browser that runs GCP's
web-based SSH client. You are automatically logged on as the user you authenticated as in the GCP environment.
After you have access to the first Vertica cluster node, execute the su dbadmin command, and authenticate using the dbadmin password.

e |n addition, use other standard SSH clients to connect directly to the first Vertica cluster node. Use the Vertica Node 1 IP address listed on the
screen as the dbadmin user, and authenticate with the dbadmin password.
Follow the on-screen directions to log in using the mcadmin account and accept the EULA. After you've been authenticated, access the initial
database by clicking the vdb icon (looks like a green cylinder) in the Recent Databases section.

Using a custom service account
In general, you should use the default service account created by the GCP deployment ( project_number -compute@developer.gserviceaccount.com ),
but if you want to use a custom service account:

® The custom service account must have the Editor role.
e |ndividual user accounts must have the Service Account User role on the custom service account.

Deploy an MC instance in GCP for Eon Mode

To deploy an Eon Mode database to GCP using Google Cloud Platform Launcher, you must deploy a Management Console (MC) instance. You then use
the MC instance to provision and deploy an Eon Mode database.
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Once you have taken the steps listed in Eon Mode on GCP prerequisites, you are ready to deploy an Eon Mode database in GCP. To deploy an MC
instance that is able to deploy Eon Mode databases to GCP:

1. Log into your GCP account, if you are not currently logged in.
2. Verify that your user account has the Editor role and the runtimeconfig.waiters.getlamPolicy permission.
3. Verify that the name of the GCP project you want to use for the deployment appears in the top banner. If it does not, click the down arrow next to
the project name and select the correct project.
4. Click the navigation menu icon in the top left of the page and select Marketplace .
In the Search for solutions box, type Vertica Eon Mode and press enter.
. Click the search result for Vertica Data Warehouse, Eon Mode. There are two license options: by the hour (BTH) and bring your own license
(BYOL). See Deploy Vertica from the Google cloud marketplace for more information on this license choice.
7. Click Launch on the license option you prefer.
8. On the following page, fill in the fields to configure your MC instance:
o Deployment name identifies your MC deployment in the GCP Deployments page.
o Zone is the location where the virtual machine running your MC instance will be deployed. Make this the same location where your communal
storage bucket is located.
o Service Account : Service accounts allow automated processes to authenticate with GCP. Select the default service account, identified by
project_number -compute@developer.gserviceaccount.com .

o v

o Machine Type is the virtual hardware configuration of the instance that will run the MC. The default values here are "middle of the road"
settings which are sufficient for most use cases. If you are doing a small proof-of-concept deployment, you can choose a less powerful
instance to save some money. If you are planning on deploying multiple large databases, consider increasing the count of virtual CPUs and
RAM.

For details about Vertica's default volume configurations, see Eon Mode volume configuration defaults for GCP..

o User Name for Access to MC is the administrator username for the MC. You can customize this if you want.

o Network and Subnetwork are the virtual private cloud (VPC) network and subnet within that network you want your MC instance and your
Vertica nodes to use. This setting does not affect your MC's external network address. If you want to isolate your Vertica cluster from other
GCP instances in your project, create a custom VPC network and optionally a subnet in your GCP project and select them in these fields. See
the Google Cloud documentation's VPC network overview page for more information.

o Firewall enables access to the MC from the internet by opening port 5450 in the firewall. You can choose to not open this port by clearing the
| accept opening a port in the firewall (5450) for Vertica box. However, if you do not open the port in the firewall, your MC instance will
only be accessible from within the VPC network. Not opening the port will make accessing your MC instance much harder.

o Source IP ranges for MC traffic : If you choose to open the MC for external access, add one or more or more CIDR address ranges to this box
for network addresses that you want to be able to access to the MC.

Caution
Make the address ranges as limited as possible to reduce the chances of unauthorized access to your MC instance.

9. Click the Deploy button to start the deployment of your MC instance.
The deployment process will take several minutes.

Using a custom service account

In general, you should use the default service account created by the GCP deployment ( project_number -compute@developer.gserviceaccount.com ),
but if you want to use a custom service account:

e The custom service account must have the Editor role.
e |ndividual user accounts must have the Service Account User role on the custom service account.

Connect and log into the MC instance

After the deployment process is finished, the Deployment Manager page for your MC instance contains links to connect to the MC via your browser or
ssh.

To connect to the MC instance:

1. The MC administrator user has a randomly-generated password that you need to log into the MC. Copy the password in the MC Admin Password
field to the clipboard.

2. Click Access Management Console .

A new browser tab or window opens, showing you a page titled Redirection Notice. Click the link for the MC URL to continue to the MC login page.

4. Your browser will likely show you a security warning. The MC instance uses a self-signed security certificate. Most browsers treat these certificates
as a security hazard because they cannot verify their origin. You can safely ignore this warning and continue. In most browsers, click the
Advanced button on the warning page, and select the option to proceed. In Chrome, this is a link titled Proceed to xxx.xxx.xxx.xxx (unsafe) . In

w
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6.
7.

Firefox, it is a button labeled Accept the Risk and Continue .

At the login screen, enter the MC administrator user name into the Username box. This user name is mcadmin, unless you changed the user
name in the MC deployment form.

Paste the automatically-generated password you copied from the MC Admin Password field earlier into the Password box.

Click LogIn .

Once you have logged into the MC, change the MC administrator account's password.

Caution
The automatically-generated password appears on the MC instance's deployment page and can be revealed in several locations in the
deployment logs. Failure to change this password can lead to unauthorized access to your MC instance.

To change the password:

HwnN =

5.

On the home page of the MC, under the MC Tools section, click MC Settings.

In the left-hand menu, click User Management .

Select the entry for the MC administrator account and click Edit .

Click either the Generate new or Edit password button to change the password. If you click the Generate new button, be sure to save the
automatically-generated password in a safe location. If you click Edit password , you are prompted to enter a new password twice.

Click Save to update the password.

Now that you have created your MC instance, you are ready to deploy a Vertica Eon Mode cluster. See Provision an Eon Mode cluster and database on
GCP in MC.

Manually deploy an Enterprise Mode database on GCP

Before you create your Vertica cluster in Google Cloud Platform (GCP) using manual steps, you must create a virtual machine (VM) instance from the
Compute Engine section of GCP.

Configure and launch a new instance

All VM instances that you create should be launched in the same virtual public cloud (VPC).

To configure and launch a new VM instance, follow these instructions:

1.

w

From within the Compute Engine section of GCP, from the menu on the left-hand site of the screen, select VM Instances .

GCP displays all the VM instances that you have created so far.

Click CREATE INSTANCE .

Enter a name for the new instance.

Select the zone where you plan to deploy the instance.

GCP breaks its cloud data centers down by regions and zones. Regions are a collection of zones that are all in the same geographical location.
Zones are collections of compute resources, which vary from zone to zone. Always pick the zone in your designated region that supports the latest
Intel CPUs.

For a complete listing of regions and zones, including supported processors, see Regions and Zones .

Select a machine type.

GCE offers many different types of VM instances. For best results, only deploy Vertica on VM instances with 8 vCPus or more and at least 30 GB of
RAM.

Select the boot disk (image).

You create VM instances from a public or custom image. If you are starting with Vertica in GCP for the first time, select either the CentOS 7 or RHEL
7 public image. Those images have been tested thoroughly with Vertica.

For more information about deploying a VM instance, see Creating and Starting an Instance .

After you have configured the VM instance to be used as a Vertica cluster node, GCP allows you to convert that instance into a custom image. Doing so
allows you to deploy multiple versions of that VM instance; each VM instance is identical except for the node name and IP address.

For more information about creating a custom image, see Creating, Deleting, and Deprecating Custom Images .

Connect to a virtual machine

Before you can connect to any of the VMs you created, you must first identify the external IP address. The VM instance section of GCP contains a list of
all currently deployed VMs and their associated external IP addresses.

Connect to your VM

To connect to your VM, complete the following tasks:
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1. Connect to your VM using SSH with the external IP address you created in the configuration steps.
2. Authenticate using the credentials and SSH key that you provided to your GCP account upon creation.
Connect to other VMs

To connect to other virtual machines in your virtual network:

1. Use SSH to connect to your publicly connected VM.
2. Use SSH again from that VM to connect through the private IP addresses of your other VMs.

Because GCP forces the use of private key authentication, you may need to move your key file to the root directory of your publicly connected VM.
Then, use SSH to connect to other VMs in your virtual network.

Prepare the virtual machines

After you create your VMs, you need to prepare them for cluster formation.

Add the Vertica license and private key

Prepare your nodes by adding your private key (if you are using one) to each node and to your Vertica license. The following steps assume that the
initial user you configured is the DBADMIN user:

1. As the DBADMIN user, copy your private key file from where you saved it locally onto your primary node.
Depending upon the procedure you use to copy the file, the permissions on the file may change. If permissions change, the install_vertica script
fails with a message similar to the following:
Failed Login Validation 10.0.2.158, cannot resolve or connect to host as root.

If you see the previous failure message, enter the following command to correct permissions on your private key file:
$ chmod 600 /<name-of-key>.pem

2. Copy your Vertica license to your primary VM. Save it in your home directory or other known location.

Install software dependencies for Vertica on GCP

In addition to the Vertica standard Package dependencies , as the root user, you must install the following packages before you install Vertica:

® pstack
® mcelog
® sysstat
e dialog

Configure storage

For best disk performance in GCP, Vertica recommends customers use SSD persistent storage, configured to at least 2TB (2000 GB) in size. Disk
performance is directly tied to the disk size in GCP. 2000 GBs (2TB) is the minimum disk size for SSD persistent disks that allows maximum
throughput.

Caution
Do not store your information on the root volume, especially in your data and catalog directories. Storing information on the root volume may
result in data loss.

When configuring your storage, make sure to use a supported file system. See for details.

Create a swap file

In addition to storage volumes to store your data, Vertica requires a swap volume or swap file for the setup script to complete.
Create a swap file or swap volume of at least 2 GB. The following steps show how to create a swap file within Vertica on GCP:

1. Install the devnull and swapfile files:
$ install -o root -g root -m 0600 /dev/null /swapfile

2. Create the swap file:
$ dd if=/dev/zero of=/swapfile bs=1024 count=2048k

3. Prepare the swap file using mkswap :
$ mkswap /swapfile

4. Use swapon to instruct Linux to swap on the swap file:



$ swapon /swapfile

5. Persist the swapfile in FSTAB:
$ echo "/swapfile swap swap auto 0 0" >> /etc/fstab

6. Repeat the volume attachment, combination, and swap file creation procedures for each VM in your cluster.

Download Vertica

To download the Vertica server appropriate for your operating system and license type, follow the steps in described in Download and install the
Vertica server package .

After you complete the download and extraction, use the install_vertica script to form a cluster and install the Vertica database software, as described
in the next section.

Form a cluster and install Vertica

Use the install_vertica script to combine two or more individual VMs to form a cluster and install your Vertica database.
Before you run the install_vertica script, follow these steps:

1. Check the VM Instances page of the Compute Engine section on GCP to locate a list of current VMs and their associated internal IP addresses.
2. ldentify your storage location on your VMs. The installer assumes that you have mounted your storage to /home/dbadmin . To specify another
location, use the --data-dir argument.

Caution
Do not store your data on the root drive.

The following steps show how to combine virtual machines (VMs) into a cluster using the install_vertica script:

1. While connected to your primary node, construct the following command to combine your nodes into a cluster.
$ sudo /opt/vertica/sbin/install_vertica --hosts 10.2.0.164,10.2.0.165,10.2.0.166 --dba-user-password-disabled --point-to-point --data-dir /vertica/data --
ssh-identity ~/.pem --license

2. Substitute the IP addresses for your VMs, and include your root key file name, if applicable.

3. Include the --point-to-point parameter to configure spread to use direct point-to-point communication among all Vertica nodes, as required for
clusters on GCP when installing or updating Vertica.

4. If you are using Vertica Community Edition, which limits you to three nodes, specify -L CE with no license file.

5. After you combine your nodes, to reduce security risks, keep your key file in a secure place—separate from your cluster—and delete your on-
cluster key with the shred command:
$ shred examplekey.pem

Important
You need your key file to perform future Vertica updates.

For complete information about the install_vertica script and its parameters, see Install Vertica with the installation script .

After your cluster is up and running

Now that your cluster is configured and running, and Vertica is running, take these steps:

1. Create a database. See Creating a database for details.

2. When you installed Vertica, a database administrator user was created with the DBADMIN role (usually named dbadmin). Use this account to
create and start a database.

3. See Configuring the database for important database configuration steps.

Set up Vertica on-premises

This section discusses the procedure for installing Vertica manually in an on-premises environment.

In this section
e |nstallation overview and checklist

e Before you install Vertica
e |nstall Vertica using the command line
e After you install Vertica




Installation overview and checklist

Carefully review and complete the installation tasks in all sections of this topic.

Important notes

e Vertica supports only one running database per cluster.

e Vertica supports installation on one, two, or multiple nodes. The steps for Installing Vertica are the same, no matter how many nodes are in the
cluster.

e Prerequisites listed in Before You Install Vertica are required for all Vertica configurations.

e Only one instance of Vertica can be running on a host at any time.

e To run the install_vertica script, as well as adding, updating, or deleting nodes, you must be logged in as root, or sudo as a user with all privileges.

You must run the script for all installations, including upgrades and single-node installations.

Installation scenarios

The three main scenarios for installing Vertica on hosts are:

e Asingle node install, where Vertica is installed on a single host as a localhost process. This form of install cannot be expanded to more hosts later
on and is typically used for development or evaluation purposes.

e |nstalling to a cluster of physical host hardware. This is the most common scenario when deploying Vertica in a testing or production environment.

e |nstalling to a local cluster of virtual host hardware. This is similar to installing on physical hosts, but with network configuration differences.

Before you install

Before You Install Vertica describes how to construct a hardware platform and prepare Linux for Vertica installation.

These preliminary steps are broken into two categories:

e Configuring Hardware and Installing Linux
e Configuring the Network

Install or upgrade Vertica

Once you have completed the steps in the Before You Install Vertica section, you are ready to run the install script.

Installing Vertica describes how to:

e Back up any existing databases.
e Download and install the Vertica RPM package.
e |nstall a cluster using the install_vertica script.

e [Optional] Create a properties file that lets you install Vertica silently.

Post-installation tasks

After You Install Vertica describes subsequent steps to take after you've run the installation script. Some of the steps can be skipped based on your
needs:

e |nstall the license key.

e Verify that kernel and user parameters are correctly set.

¢ Install the vsql client application on non-cluster hosts.

e Resolve any SLES 11.3 issues during spread configuration.

e Use the Vertica documentation online, or download and install Vertica documentation. Find the online documentation and documentation
packages to download at https://docs.vertica.com/latest .

e |nstall client drivers.

e Extend your installation with Vertica packages.

e |nstall or upgrade the Management Console.

Before you install Vertica

Complete all of the tasks in this section before you install Vertica. When you have completed this section, proceed to Install Vertica using the
command line .

In this section

e Platform and hardware requirements and recommendations
e Communal storage for on-premises Eon Mode databases

e Configure the network

e Operating system configuration overview

e Automatically configured operating system settings
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e Manually configured operating system settings
e System user configuration

Platform and hardware requirements and recommendations
Hardware recommendations
The Vertica Analytics Platform is based on a massively parallel processing (MPP), shared-nothing architecture, in which the query processing workload

is divided among all nodes of the Vertica database. OpenText highly recommends using a homogeneous hardware configuration for your Vertica
cluster; that is, each node of the cluster should be similar in CPU, clock speed, number of cores, memory, and operating system version.

Note that OpenText has not tested Vertica on clusters made up of nodes with disparate hardware specifications. While it is expected that a Vertica
database would functionally work in a mixed hardware configuration, performance will be limited to that of the slowest node in the cluster.

Vertica performs best on processors with higher clock frequency. When possible, choose a faster processor with fewer cores as opposed to a slower
processor with more cores.

Tests performed both internally and by customers have shown performance differences between processor architectures even when accounting for
differences in core count and clock frequency. When possible, compare platforms by installing Vertica and running experiments using your data and
workloads. Consider testing on cloud platforms that offer VMs running on different processor architectures, even if you intend to deploy your Vertica
database on premises.

Detailed hardware recommendations are available in Recommendations for Sizing Vertica Nodes and Clusters .

Platform requirements and recommnedations

You must verify that your servers meet the platform requirements described in Supported Platforms . The Supported Platforms topics detail
supported versions for the following:

e OS for Server and Management Console (MC)
e Supported Browsers for MC
e Supported File Systems

Important
Deploy Vertica as the only active process on each host—other than Linux processes or software explicitly approved by Vertica. Vertica cannot be co-
located with other software. Remove or disable all non-essential applications from cluster hosts.

Install the latest vendor-specific system software

Install the latest vendor drivers for your hardware.

Data storage recommendations

e Allinternal drives connect to a single RAID controller.
e The RAID array should form one hardware RAID device as a contiguous /data volume.

Install Perl

Before you perform the cluster installation, install Perl 5 on all the target hosts. Perl is available for download from www.perl.org .

Validation utilities

Vertica provides several validation utilities that validate the performance on prospective hosts. The utilities are installed when you install the Vertica
RPM, but you can use them before you run the install_vertica script. See Validation scripts for more details on running the utilities and verifying that
your hosts meet the recommended requirements.

Verify sudo

Vertica uses the sudo command during installation and some administrative tasks. Ensure that sudo is available on all hosts with the following
command:

# which sudo
/usr/bin/sudo

If sudo is not installed, on all hosts, follow the instructions in How to Enable sudo on Red Hat Enterprise Linux.

When you use sudo to install Vertica, the user that performs the installation must have privileges on all nodes in the cluster.

Configuring sudo with privileges for the individual commands can be a tedious and error-prone process; thus, the Vertica documentation does not
include every possible sudo command that you can include in the sudoers file. Instead, Vertica recommends that you temporarily elevate the sudo
user to have all privileges for the duration of the install.
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Note
See the sudoers and visudo man pages for the details on how to write/modify a sudoers file.

To allow root sudo access on all commands as any user on any machine, use visudo as root to edit the /etc/sudoers file and add this line:

## Allow root to run any commands anywhere
root ALL=(ALL) ALL

After the installation completes, remove (or reset) sudo privileges to the pre-installation settings.

BASH shell requirements

All shell scripts included in Vertica must run under the BASH shell. If you are on a Debian system, then the default shell can be DASH. DASH is not
supported. Change the shell for root and for the dbadmin user to BASH with the chsh command.

For example:

# getent passwd | grep root
root:x:0:0:root:/root:/bin/dash

# chsh

Changing shell for root.

New shell [/bin/dash]: /bin/bash
Shell changed.

Then, as root, change the symbolic link for /bin/sh from /bin/dash to /bin/bash :

# rm /bin/sh
# In -s /bin/bash /bin/sh

Log out and back in for the change to take effect.

Communal storage for on-premises Eon Mode databases

If you create an Eon Mode database, you must plan for your use of communal storage to store your database's data. Communal storage is based on a
shared storage, such as AWS S3 or Pure Storage FlashBlade servers.

Whatever communal storage platform you use, you must ensure that it is durable (protected against data loss). The data in your Eon Mode database
is only as safe as the communal storage that contains it. Most cloud provider's object stores come with a guaranteed redundancy to prevent data loss.
When you install an Eon Mode database on-premises, you may have to take additional steps to prevent data loss.

Planning communal storage capacity for on-premises databases

Most cloud providers do not limit the amount of data you can store in their object stores. The only real limit is your budget; storing more data costs
more money.

When you create an Eon Mode database on-premises, your storage is limited to the size of your communal storage. Unlike the cloud, you must plan
ahead for the amount of storage you will need. For example, if you have a Pure Admin FlashBlade installation with three 8TB blades, then in theory,
your database can grow up to 24TB. In practice, you need to account other uses of your object store, as well as factors such as data compression, and
space consumed by unreaped ROS containers (storage containers no longer used by Vertica but not yet deleted by the object store).

The following calculator helps you determine the size for your communal storage needs, based on your estimated data size and additional uses of
your communal storage. The values with white backgrounds in the Value column are editable. Change them to reflect your environment.

Note
The calculator currently does not work in mobile browsers. Please use a desktop browser to view the calculator.

Configure the network

This group of steps involve configuring the network. These steps differ depending on your installation scenario. A single node installation requires little
network configuration, because the single instance of the Vertica server does not need to communication with other nodes in a cluster. For cluster
install scenarios, you must make several decisions regarding your configuration.



Vertica supports server configuration with multiple network interfaces. For example, you might want to use one as a private network interface for
internal communication among cluster hosts (the ones supplied via the --hosts option to install_vertica ) and a separate one for client connections.

Important

Vertica performs best when all nodes are on the same subnet and have the same broadcast address for one or more interfaces. A cluster that has
nodes on more than one subnet can experience lower performance due to the network latency associated with a multi-subnet system at high
network utilization levels.

Important notes

e Network configuration is exactly the same for single nodes as for multi-node clusters, with one special exception. If you install Vertica on a single
host machine that is to remain a permanent single-node configuration (such as for development or Proof of Concept), you can install Vertica using
localhost or the loopback IP (typically 127.0.0.1) as the value for --hosts . Do not use the hostname localhost in a node definition if you are likely to
add nodes to the configuration later.

e |fyou are using a host with multiple network interfaces, configure Vertica to use the address which is assigned to the NIC that is connected to the
other cluster hosts.

e Use a dedicated gigabit switch. If you do not performance could be severely affected.

e Do not use DHCP dynamically-assigned IP addresses for the private network. Use only static addresses or permanently-leased DHCP addresses.

Choose IPv4 or IPv6 addresses for host identification and communications

Vertica supports using either IPv4 or IPv6 IP addresses for identifying the hosts in a database cluster. Vertica uses a single address to identify a host in
the database cluster. All the IP addresses used to identify hosts in the cluster must use the same IP family.

The hosts in your database cluster can have both IPv4 and IPv6 network addresses assigned to them. Only one of these addresses is used to identify
the node within the cluster. You can use the other addresses to handle client connections or connections to other systems.

You tell Vertica which address family to use when you install it. By default, Vertica uses IPv4 addresses for hosts. If you want the nodes in your
database to use IPv6 addresses, add the --ipv6 option to the arguments you pass to the install_vertica script.

Note
You cannot change the address family a database cluster uses after you create it. For example, suppose you created a Vertica database using
IPv4 addresses to identify the hosts in your cluster. Then you cannot later change the hosts to use an IPv6 address for internal communications.

In most cases, the address family you select does not impact how your database functions. However, there are a few exceptions:

e Use IPv4 addresses to identify the nodes in your cluster if you want to use the Management Console to manage your database. Currently, the MC
does not support databases that use IPv6 addresses.

e |f you select IPv6 addressing for your cluster, it automatically uses point-to-point networking mode.

e Currently, AWS is the only cloud platform on which Vertica supports IPv6 addressing. To use IPv6 on AWS, you must identify cluster hosts using IP
addresses instead of host names. The AWS DNS does not support resolving host names to IPv6.

e |f you only assign IPv6 addresses to the hosts in your database cluster, you may have problems interfacing to other systems that do not support
IPvé.

Part of the information you pass to the install script is the list of hosts it will use to form the Vertica cluster. If you use host names in this list instead of
IP addresses, ensure that the host names resolve to the IP address family you want to use for your cluster. For example, if you want your cluster to
use IPv6 addresses, ensure your DNS or /etc/hosts file resolves the host names to IPv6 addresses.

You can configure DNS to return both IPv4 and IPv6 addresses for a host name. In this case, the installer uses the IPv4 address unless you supply the -
-ipv6 argument. If you use /etc/hosts for host name resolution (which is the best practice), host names cannot resolve to both IPv4 and IPv6 addresses.

Optionally run spread on a separate control network

If your query workloads are network intensive, you can use the --control-network parameter with the install_vertica script (see Install Vertica with the

installation script ) to allow spread communications to be configured on a subnet that is different from other Vertica data communications.
The --control-network parameter accepts either the default value or a broadcast network IP address (for example, 192.168.10.255 ).

Configure SSH

e Verify that root can use Secure Shell (SSH) to log in (ssh) to all hosts that are included in the cluster. SSH (SSH client) is a program for logging into a
remote machine and for running commands on a remote machine.

e |f you do not already have SSH installed on all hosts, log in as root on each host and install it before installing Vertica. You can download a free
version of the SSH connectivity tools from OpenSSH .


http://www.openssh.com/

e Make sure that /dev/pts is mounted. Installing Vertica on a host that is missing the mount point /dev/pts could result in the following error when
you create a database:

TIMEOUT ERROR: Could not login with SSH. Here is what SSH said:Last login: Sat Dec 15 18:05:35 2007 from v_vmart_node0001

Allow passwordless SSH access for the dbadmin user

The dbadmin user must be authorized for passwordless ssh. In typical installs, you won't need to change anything; however, if you set up your system
to disallow passwordless login, you'll need to enable it for the dbadmin user. See Enable secure shell (SSH) logins .

In this section

® Reserved ports
e Firewall considerations

Reserved ports

The install_vertica script checks that required ports are open and available to Vertica. The installer reports any issues with identifier NO020 .

You can also verify that ports required by Vertica are not in use by running the following command as the root user and comparing it with the ports
required, as shown below:

$ netstat -atupn
If you are using a Red Hat 7/CentOS 7 system, use the following command instead:
$ ss -atupn

Firewall requirements

Vertica requires several ports to be open on the local network. Vertica does not recommend placing a firewall between nodes (all nodes should be
behind a firewall), but if you must use a firewall between nodes, ensure the following ports are available:

Port Protocol Service Notes

22 TCP sshd Required by Administration tools and the Management Console Cluster Installation wizard.

4803 TCP Spread Client connections

4803 UDP Spread Daemon-to-daemon connections

4804 UDP Spread Daemon-to-daemon connections

5433 TCP Vertica Vertica clients (vsqgl, ODBC, JDBC, etc)

5433 UDP Vertica Vertica Spread monitoring and MC cluster import

5434 TCP Vertica Intra- and inter-cluster communication. Vertica opens the Vertica client port +1 (5434 by default) for intra-

cluster communication, such as during a plan. If the port +1 from the default client port is not available, then
Vertica opens a random port for intra-cluster communication.

5444  TCP Vertica MC-to-node and node-to-node (agent) communications port. See Changing MC or agent ports .
Management
Console

5450 TCP Vertica Port used to connect to MC from a web browser and allows communication from nodes to the MC
Management  application/web server. See Connecting to Management Console .
Console

5554  TCP Node Node Management Agent
Management
Agent

6543 UDP Spread Monitor-to-daemon connection



8443 TCP HTTPS HTTPS service. To change the port, use HTTPServerPortOffset .

Firewall considerations

Vertica requires multiple ports be open between nodes. You may use a firewall (IP Tables) on Redhat/CentOS and Ubuntu/Debian based systems.
Note that firewall use is not supported on SuSE systems and that SuSE systems must disable the firewall. The installer reports issues found with your
IP tables configuration with the identifiers N0010 for (systems that use IP Tables) and NO11 (for SuSE systems).

The installer checks the IP tables configuration and issues a warning if there are any configured rules or chains. The installer does not detect if the
configuration may conflict with Vertica. It is your responsibility to verify that your firewall allows traffic for Vertica as described in Reserved ports .

Note
The installer does not check NAT entries in iptables.

You can modify your firewall to allow for Vertica network traffic, or you can disable the firewall if your network is secure. Note that firewalls are not
supported for Vertica systems running on SuSE.

Important
You may encounter the N0010 issue even when the firewall is disabled. If this occurs, you can workaround this issue and install Vertica by ignoring
installer WARN messages. To do this, install (or update) with a failure threshold of FAIL. For example, /opt/vertica/sbin/install_vertica --failure-threshold

FAIL <other install options...> .

Red hat 6 and CentOS 6 systems

For details on how to configure iptables and allow specific ports to be open, see the platform-specific documentation for your platform:

e RedHat: https://access.redhat.com/site/documentation/en-US/Red_Hat_Enterprise_Linux/6/html/Security_Guide/sect-Security Guide-IPTables.html
e CentOS: http://wiki.centos.org/HowTos/Network/IPTables

To disable iptables, run the following command as root or sudo:

# service iptables save
# service iptables stop
# chkconfig iptables off

To disable iptables if you are using the ipv6 versions of iptables, run the following command as root or sudo:

# service ip6tables save
# service ip6tables stop
# chkconfig ip6tables off

Red hat 7 and CentOS 7 systems:

To disable the system firewall, run the following command as root or sudo:

# systemctl mask firewalld
# systemctl disable firewalld
# systemctl stop firewalld

Ubuntu and debian systems

For details on how to configure iptables and allow specific ports to be open, see the platform-specific documentation for your platform:

e Debian: https://wiki.debian.org/iptables
e Ubuntu: https://help.ubuntu.com/12.04/serverguide/firewall.html .

Note
Ubuntu uses the ufw program to manage iptables.

To disable iptables on Debian, run the following command as root or sudo:
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$ /etc/init.d/iptables stop

$ update-rc.d -f iptables remove

To disable iptables on Ubuntu, run the following command:
$ sudo ufw disable

SuSE systems

The firewall must be disabled on SUSE systems. To disable the firewall on SuSE systems, run the following command:

# /sbin/SuSEfirewall2 off

Operating system configuration overview

This topic provides a high-level overview of the OS settings required for Vertica. Each item provides a link to additional details about the setting and
detailed steps on making the configuration change. The installer tests for all of these settings and provides hints, warnings, and failures if the current
configuration does not meet Vertica requirements.

Before you install the operating system
The below sections detail system settings that must be configured when you install the operating system. These settings cannot be easily changed
after the operating system is installed.

Configuration Description

Supported Verify that your servers meet the platform requirements described in Supported Platforms . Unsupported operating systems are
Platforms detected by the installer.

The installer generates one of the following issue identifiers if it detects an unsupported operating system:

® [S0320] - Fedora OS is not supported.

[ S0321 ] - The version of Red Hat/CentOS is not supported.

[ S0322 ] - The version of Ubuntu/Debian is not supported.

e [S0323]- The operating system could not be determined. The unknown operating system is not supported because it does
not match the list of supported operating systems.

® [S0324]- The version of Red Hat is not supported.

LVM Vertica Analytic Database supports Linux Volume Manager (LVM) on all supported operating systems. For information on LVM
requirements and restrictions, see the section, Vertica Support for LVM.

File system Choose the storage format type based on deployment requirements. Vertica recommends the following storage format types
where applicable:

° ext3

° ext4

e NFS for backup

e XFS

e Amazon S3 Standard, Azure Blob Storage, or Google Cloud Storage for communal storage and related backup tasks when
running in Eon Mode

Note
For the Vertica I/0 profile, the ext4 file system is considerably faster than ext3.

The storage format type at your backup and temporary directory locations must support fcntl lockf (POSIX) file locking.



Swap Space

Disk Block Size

Memory

A 2GB swap partition is required, regardless of the amount of RAM installed on your system. Larger swap space is acceptable,
but unnecessary. Partition the remaining disk space in a single partition under "/". If you do not have the required 2GB swap
partition, the installer reports this issue with identifier S0180 .

You typically define the swap partition when you install Linux. See your platform’s documentation for details on configuring the
swap partition.

Note

Do not place a swap file on a disk containing the Vertica data files. If a host has only two disks (boot and data), put the swap
file on the boot disk.

The disk block size for the Vertica data and catalog directories should be 4096 bytes, the default on ext4 and XFS file systems.
You set the disk block size when you format your file system. If you change the block size, you will need to reformat the disk.

Vertica requires that your hosts have a minimum of 1GB of RAM per logical processor. If your hosts do not meet this
requirement, the installer reports this issue with the identifier S0190 . For performance reasons, you typically require more RAM
than the minimum.

In addition to the individual host RAM requirement, the installer also reports a hint if the hosts in your cluster do not have
identical amounts of RAM. Ensuring your host have the same amount of RAM helps prevent performance issues if one or more
nodes has less RAM than the other nodes in your database.

Note
In an Eon Mode database, after you create the initial cluster, you can configure subclusters that have different hardware
specifications (including RAM) than the initial primary subcluster the installer creates.

For more information on sizing your hardware, see the Vertica Knowledge Base Hardware documents .

Automatically configured operating system settings

These general OS settings are automatically made by the installer if they do not meet Vertica requirements. You can prevent the installer from
automatically making these configuration changes by using the --no-system-configuration parameter for the install_vertica script.

For more information on each configuration setting, see Automatically configured operating system settings .

Configuration

Nice Limits

min_free_kbytes

User Open Files
Limit

System Open File
Limits

Pam Limits

Address Space
Limits

Description
The database administration user must be able to nice processes back to the default level of 0.

The vm.min_free_kbytes setting in /etc/sysctl.conf must be configured sufficiently high. The specific value depends on your
hardware configuration.

The open file limit for the dbadmin user should be at least 1 file open per MB of RAM, 65536, or the amount of RAM in MB;
whichever is greater.

The maximum number of files open on the system must not be less than at least the amount of memory in MB, but not
less than 65536.

/etc/pam.d/su must contain the line:
session required pam_limits.so

This allows for the conveying of limits to commands run with the su - command.

The address space limits ( as setting) defined in /etc/security/limits.conf must be unlimited for the database
administrator.


https://vertica.com/knowledgebase/?cat=kb_hardware

File Size Limits The file sizelimits ( fsize setting) defined in /etc/security/limits.conf must be unlimited for the database administrator.

User Process Limits The nproc setting defined in /etc/security/limits.conf must be 1024 or the amount of memory in MB, whichever is greater.

Maximum Memory The vm.max_map_count in /etc/sysctl.conf must be 65536 or the amount of memory in KB / 16, whichever is greater.
Maps

Manually configured operating system settings

For more information on each configuration setting, see Manually configured operating system settings .

Configuration Description

Disk Readahead  This disk readahead must be at least 2048, with a high of 8192. Set this high limit only with the help of Vertica support. The
specific value depends on your hardware configuration.

NTP Services The NTP daemon must be enabled and running, with the exception of Red Hat 7 and CentOS 7 systems.
chrony For Red Hat 7 and CentOS 7 systems, chrony must be enabled and running.
SELinux SElinux must be disabled or run in permissive mode.

CPU Frequency  Vertica recommends that you disable CPU Frequency Scaling.

Scaling

Important

Your systems may use significantly more energy when CPU frequency scaling is disabled.
Transparent For Red Hat and CentOS, Transparent Hugepages must be set to always .
Hugepages

For all other operating systems, Transparent Hugepages must be disabled or set to madvise .

I/0 Scheduler The I/0 Scheduler for disks used by Vertica must be set to deadline or noop .
Support Tools Several optional packages can be installed to assist Vertica support when troubleshooting your system.

System user requirements

The following tasks pertain to the configuration of the system user required by Vertica.

For more information on each configuration setting, see System user configuration .

Configuration Required Setting(s)

System User The installer automatically creates a user with the correct settings. If you specify a user with --dba-use r, then the user must
Requirements conform to the requirements for the Vertica system user.

LANG The LANG environment variable must be set and valid for the database administration user.
Environment

Settings

TZ Environment The TZ environment variable must be set and valid for the database administration user.
Settings

Automatically configured operating system settings

These general Operating System settings are automatically made by the installer. You can prevent the installer from automatically making these
configuration changes by using the --no-system-configuration parameter for the install_vertica script.

In this section



e Sysctl

e Nice limits configuration
e min_free_kbytes setting

® User max open files limit

e System max open files limit
e Pam limits

¢ pid_max setting

e User address space limits

e User file size limit

e User process limit
e Maximum memory maps configuration

Sysctl

During installation, Vertica attempts to automatically change various OS level settings. The installer may not change values on your system if they
exceed the threshold required by the installer. You can prevent the installer from automatically making these configuration changes by using the --no-
system-configuration parameter for the install_vertica script.

To permanently edit certain settings and prevent them from reverting on reboot, use sysctl.
The sysctl settings relevant to the installation of Vertica include:

® min_free_kbytes
e fs file_max

® vm.max_map_count

Permanently changing settings with sysctl:

1. Asthe root user, open the /etc/sysctl.conf file:
# vi /etc/sysctl.conf

2. Enter a parameter and value:
parameter = value

For example, to set the parameter and value for fs.file-max to meet Vertica requirements, enter:
fs.file-max = 65536

3. Save your changes, and close the /etc/sysctl.conf file.
4. As the root user, reload the config file:

# sysctl -p
Identifying settings added by the installer

You can see whether the installer has added a setting by opening the /etc/sysctl.conf file:

# vi /etc/sysctl.conf

If the installer has added a setting, the following line appears:

# The following 1 line added by Vertica tools. 2015-02-23 13:20:29
parameter = value

Nice limits configuration

The Vertica system user (dbadmin by default) must be able to raise and lower the priority of Vertica processes. To do this, the nice option in the
[etc/security/limits.conf file must include an entry for the dbadmin user. The installer reports this issue with the identifier: S0010 .

The installer automatically configures the correct setting if the default value does not meet system requirements. If an issue occurs when setting this
value, or you use the --no-system-configuration argument to the installer and the current setting is incorrect, then the installer reports this as an issue.

Note
Vertica never raises priority above the default level of 0. However, Vertica does lower the priority of certain Vertica threads and needs to able to
raise the priority of these threads back up to the default level. This setting allows Vertica to raise the priorities back to the default level.



All systems

To set the Nice Limit configuration for the dbadmin user, edit /etc/security/limits.conf and add the following line. Replace dbadmin with the name of
your system user.

dbadmin - nice 0

min_free_kbytes setting

This topic details how to update the min_free_kbytes setting so that it is within the range supported by Vertica. The installer reports this issue with the
identifier: S0050 if the setting is too low, or S0051 if the setting is too high.

The vm.min_free_kbytes setting configures the page reclaim thresholds. When this number is increased the system starts reclaiming memory earlier,
when its lowered it starts reclaiming memory later. The default min_free_kbytes is calculated at boot time based on the number of pages of physical
RAM available on the system.

The setting must be whichever value is the greatest from the following options:

e The default value configured by the system

e 4096

e The result of running the commands:
$ memtot="grep MemTotal /proc/meminfo | awk '{printf "%.0f",$2}"
$ echo "scale=0;sqrt ($memtot*16)" | bc

The installer automatically configures the correct setting if the default value does not meet system requirements. If an issue occurs when setting this
value, or you use the --no-system-configuration argument to the installer and the current setting is incorrect, then the installer reports this as an issue.

All systems

To manually set min_free_kbytes:

1. Determine the current/default setting with the following command:
$ sysctl vm.min_free_kbytes

2. If the result of the previous command is No such file or directory or the default value is less than 4096, then run these commands to determine the
correct value:
$ memtot="grep MemTotal /proc/meminfo | awk '{printf "%.0f",$2}"
$ echo "scale=0;sqrt ($memtot*16)" | bc

3. Edit or add the current value of vm.min_free_kbytes in /etc/sysctl.conf with the value from the output of the previous command.
# The min_free_kbytes setting
vm.min_free_kbytes=16132

4. Run sysctl -p to apply the changes in sysctl.conf immediately.

Note
These steps must be repeated for each node in the cluster.

User max open files limit

This topic details how to change the user max open-files limit setting to meet Vertica requirements. The installer reports this issue with the identifier
S0060.

The installer automatically configures the correct setting if the default value does not meet system requirements. If an issue occurs when setting this
value, or you use the --no-system-configuration argument to the installer and the current setting is incorrect, then the installer reports this as an issue.

Vertica requires that the dbadmin user not be limited when opening files. The open file limit per user is calculated as follows:
user max open files = greater of { = 65536 | < RAM-MBs }
As a dbadmin user, you can determine the open file limit by running ulimit -n . For example:

$ ulimit -n
65536



To manually set the limit, edit /etc/security/limits.conf and edit/add the nofile setting for the user who is configured as the database administrator—by
default, dbadmin . For example:

dbadmin - nofile 65536

The setting must be no less than 65536 MB, but not greater than the system value of fs.nr_open . For example, the default value of fs.nr_open value on
Red Hat Enterprise Linux 9 is 1048576 MB.

Note
The system also has a limit on open files .

System max open files limit

This topic details how to modify the limit for the number of open files on your system so that it meets Vertica requirements. The installer reports this
issue with the identifier: 50120 .

Vertica opens many files. Some platforms have global limits on the number of open files. The open file limit must be set sufficiently high so as not to
interfere with database operations.

The recommended value is at least the amount of memory in MB, but not less than 65536.

The installer automatically configures the correct setting if the default value does not meet system requirements. If an issue occurs when setting this
value, or you use the --no-system-configuration argument to the installer and the current setting is incorrect, then the installer reports this as an issue.

All systems

To manually set the open file limit:

1. Run /sbin/sysctl fs.file-max to determine the current limit.

2. If the limit is not 65536 or the amount of system memory in MB (whichever is higher), then edit or add fs.file-max= max number of files to
/etc/sysctl.conf .
# Controls the maximum number of open files
fs.file-max=65536

3. Run sysctl -p to apply the changes in sysctl.conf immediately.

Note
These steps will need to be replicated for each node in the cluster.

Pam limits

This topic details how to enable the "su" pam_limits.so module required by Vertica. The installer reports issues with the setting with the identifier:
S0070 .

On some systems the pam module called pam_limits.so is not set in the file /etc/pam.d/su . When it is not set, it prevents the conveying of limits (such as
open file descriptors) to any command started with su - .

In particular, the Vertica init script would fail to start Vertica because it calls the Administration Tools to start a database with the su - command. This

problem was first noticed on Debian systems, but the configuration could be missing on other Linux distributions. See the pam_limits man page for
more details.

The installer automatically configures the correct setting if the default value does not meet system requirements. If an issue occurs when setting this
value, or you use the --no-system-configuration argument to the installer and the current setting is incorrect, then the installer reports this as an issue.

All systems

To manually configure this setting, append the following line to the /etc/pam.d/su file:
session required pam_limits.so

See the pam_limits man page for more details: man pam_limits .


https://access.redhat.com/solutions/1479623
http://man.he.net/man8/pam_limits

pid_max setting

This topic explains how to change pid_max to a supported value. The value of pid_max should be
pid_max = num-user-proc + 2**15 = num-user-proc + 32768

where num-user-proc is the size of memory in megabytes.

The minimum value for pid_max is 524288.

If your pid_max value is too low, the installer reports this problem and indicates the minimum value.

The installer automatically configures the correct setting if the default value does not meet system requirements. If an issue occurs when setting this
value, or you use the --no-system-configuration argument to the installer and the current setting is incorrect, then the installer reports this as an issue.

All systems

To change the pid_max value:

# sysctl -w kernel.pid_max=524288

User address space limits

This topic details how to modify the Linux address space limit for the dbadmin user so that it meets Vertica requirements. The address space setting
controls the maximum number of threads and processes for each user. If this setting does not meet the requirements then the installer reports this
issue with the identifier: S0090 .

The installer automatically configures the correct setting if the default value does not meet system requirements. If an issue occurs when setting this
value, or you use the --no-system-configuration argument to the installer and the current setting is incorrect, then the installer reports this as an issue.

The address space available to the dbadmin user must not be reduced via user limits and must be set to unlimited .

All systems

To manually set the address space limit:

1. Run ulimit -v as the dbadmin user to determine the current limit.
2. If the limitis not unlimited , then add the following line to /etc/security/limits.conf . Replace dbadmin with your database admin user

dbadmin - as  unlimited

User file size limit

This topic details how to modify the file size limit for files on your system so that it meets Vertica requirements. The installer reports this issue with the
identifier: S0100 .

The installer automatically configures the correct setting if the default value does not meet system requirements. If an issue occurs when setting this
value, or you use the --no-system-configuration argument to the installer and the current setting is incorrect, then the installer reports this as an issue.

The file size limit for the dbadmin user must not be reduced via user limits and must be set to unlimited .

All systems

To manually set the file size limit:

1. Run ulimit -f as the dbadmin user to determine the current limit.
2. If the limit is not unlimited , then edit/add the following line to /etc/security/limits.conf . Replace dbadmin with your database admin user.

dbadmin - fsize  unlimited

User process limit

This topic details how to change the user process limit so that it meets Vertica requirements.The installer reports this issue with the identifier: S0110 .

The installer automatically configures the correct setting if the default value does not meet system requirements. If an issue occurs when setting this
value, or you use the --no-system-configuration argument to the installer and the current setting is incorrect, then the installer reports this as an issue.

The user process limit must be high enough to allow for the many threads opened by Vertica. The recommended limit is the amount of RAM in MB
and must be at least 1024.



All systems

To manually set the user process limit:

1. Run ulimit -u as the dbadmin user to determine the current limit.
2. If the limit is not the amount of memory in MB on the server, then edit/add the following line to /etc/security/limits.conf . Replace 4096 with the
amount of system memory, in MB, on the server.

dbadmin - nproc 4096

Maximum memory maps configuration

This topic details how to modify the limit for the number memory maps a process can have on your system so that it meets Vertica requirements. The
installer reports this issue with the identifier: 0130 .

The installer automatically configures the correct setting if the default value does not meet system requirements. If an issue occurs when setting this
value, or you use the --no-system-configuration argument to the installer and the current setting is incorrect, then the installer reports this as an issue.

Vertica uses a lot of memory while processing and can approach the default limit for memory maps per process.

The recommended value is at least the amount of memory on the system in KB / 16, but not less than 65536.

All systems

To manually set the memory map limit:

1. Run/shin/sysctl vm.max_map_count to determine the current limit.
2. If the limit is not 65536 or the amount of system memory in KB / 16 (whichever is higher), then edit/add the following line to /etc/sysctl.conf .
Replace 65536 with the value for your system.

# The following 1 line added by Vertica tools. 2014-03-07 13:20:31

vm.max_map_count=65536

3. Run sysctl -p to apply the changes in sysctl.conf immediately.

Note
These steps will need to be replicated for each node in the cluster.

Manually configured operating system settings

The topics in this section detail general Operating System settings that must be set manually.

Persisting operating system settings
To prevent manually set Operating System settings from reverting on reboot, you should configure some of these settings in the /etc/rc.local script.
This script contains commands and scripts that run each time the system is booted.

Important
On reboot, SUSE systems use the /etc/init.d/after.local file rather than /etc/rc.local .

Vertica uses settings in /etc/rc.local to set the following functionality:

® Disk readahead

® |/O scheduling
e Enabling or disabling transparent hugepages

Editing /etc/rc.local

1. As the root user, open /etc/rc.local :
# vi /etc/rc.local

2. Enter a script or command. For example, to configure transparent hugepages to meet Vertica requirements, enter the following:
echo never > /sys/kernel/mm/redhat_transparent_hugepage/enabled




Important
On some Ubuntu/Debian systems, the last line in /etc/rc.local must be exit 0 . All additions to /etc/rc.local must precede this line.

3. Save your changes, and close /etc/rc.local .

4. If you use Red Hat 7.0 or CentOS 7.0 or higher, run the following command as root or sudo:
$ chmod +x /etc/rc.d/rc.local

On reboot, the command runs during startup. You can also run the command manually as the root user, if you want it to take effect immediately.

Disabling tuning system service

If you use Red Hat 7.0 or CentOS 7.0 or higher, make sure the tuning system service does not start on when Vertica reboots. Turning off tuning
prevents monitoring of your OS and any tuning of your OS based on this monitoring. Tuning also enables THP silently, which can cause issues in other
areas such as read ahead.

Run the following command as sudo or root:
$ chkconfig tuned off

In this section

e SUSE control groups configuration

e Cron required for scheduled jobs

e Disk readahead

® |/O scheduling

e Enabling or disabling transparent hugepages
® Check for swappiness

® Enabling network time protocol (NTP)

e Enabling chrony or ntpd for red hat 7/CentQOS 7 systems
e SElinux configuration

e CPU frequency scaling

e Enabling or disabling defrag

e Support tools

SUSE control groups configuration

On SuSE 12, the installer checks the control group (cgroup) setting for the cgroups that Vertica may run under:

e verticad
® vertica_agent
e sshd

The installer verifies that the pid.max resource is large enough for all the threads that Vertica creates. We check the contents of:

e /sys/fs/cgroup/pids/system.slice/verticad.service/pids.max
® /sys/fs/cgroup/pids/system.slice/vertica_agent.service/pids.max
e /sys/fs/cgroup/pids/system.slice/sshd.service/pids.max

If these files exist and they fail to include the value max , the installation stops and the installer returns a failure message (code S0340).

If these files do not exist, they are created automatically when the systemd runs the verticad and vertica_agent startup scripts. However, the site's
cgroup configuration process managed their default values. Vertica does not change the defaults.

Pre-installation configuration

Before installing Vertica, configure your system as follows:

# Create the following directories:

sudo mkdir /sys/fs/cgroup/pids/system.slice/verticad.service/

sudo mkdir /sys/fs/cgroup/pids/system.slice/vertica_agent.service/
# sshd service dir should already exist, so don't need to create it

# Set pids.max values:

sudo sh -c 'echo "max" > /sys/fs/cgroup/pids/system.slice/verticad.service/pids.max'
sudo sh -c 'echo "max" > /sys/fs/cgroup/pids/system.slice/vertica_agent.service/pids.max'
sudo sh -c 'echo "max" > /sys/fs/cgroup/pids/system.slice/sshd.service/pids.max’



Persisting configuration for restart

After installation, you can configure control groups for subsequent reboots of the Vertica database. You do so by editing configuration file
/etc/init.d/after.local and adding the commands shown earlier.

Note
Because after.local is executed as root, it can omit sudo commands.

Cron required for scheduled jobs

Admintools uses the Linux cron package to schedule jobs that regularly rotate the database logs. Without this package installed, the database logs will

never be rotated. The lack of rotation can lead to a significant consumption of storage for logs. On busy clusters, Vertica can produce hundreds of
gigabytes of logs per day.

cron is installed by default on most Linux distributions, but it may not be present on some SUSE 12 systems.
To install cron , run this command:

$ sudo zypper install cron

Disk readahead
Vertica requires that Disk Readahead be set to at least 2048. The installer reports this issue with the identifier: S0020 .

Note
e These commands must be executed with root privileges and assumes the blockdev program is in /sbin .

¢ The blockdev program operates on whole devices, and not individual partitions. You cannot set the readahead value to different settings on
the same device. If you run blockdev against a partition, for example: /dev/sda1, then the setting is still applied to the entire /dev/sda device.
For instance, running /shin/blockdev --setra 2048 /dev/sdal also causes /dev/sda2 through /dev/sda N to use a readahead value of 2048.

RedHat/CentOS and SuSE based systems

For each drive in the Vertica system, Vertica recommends that you set the readahead value to at least 2048 for most deployments. The command
immediately changes the readahead value for the specified disk. The second line adds the command to /etc/rc.local so that the setting is applied each
time the system is booted. Note that some deployments may require a higher value and the setting can be set as high as 8192, under guidance of
support.

Note
For systems that do not support /etc/rc.local , use the equivalent startup script that is run after the destination runlevel has been reached. For
example SUSE uses /etc/init.d/after.local .

The following example sets the readahead value of the drive sda to 2048:

$ /sbin/blockdev --setra 2048 /dev/sda
$ echo '/sbin/blockdev --setra 2048 /dev/sda' >> /etc/rc.local

If you are using Red Hat 7.0 or CentOS 7.0 or higher, run the following command as root or sudo:
$ chmod +x /etc/rc.d/rc.local

Ubuntu and debian systems

For each drive in the Vertica system, set the readahead value to 2048. Run the command once in your shell, then add the command to /etc/rc.local so
that the setting is applied each time the system is booted. Note that on Ubuntu systems, the last line in rc.local must be " exit 0 ". So you must
manually add the following line to etc/rc.local before the last line with exit 0 .

Note
For systems that do not support /eic/rc.local , use the equivalent startup script that is run after the destination runlevel has been reached. For


http://en.wikipedia.org/wiki/Readahead

example SuSE uses /etc/init.d/after.local .

/sbin/blockdev --setra 2048 /dev/sda

1/0 scheduling

Vertica requires that /0 Scheduling be set to deadline or noop . The installer checks what scheduler the system is using, reporting an unsupported
scheduler issue with identifier: S0150 . If the installer cannot detect the type of scheduler in use (typically if your system is using a RAID array), it
reports that issue with identifier: S0151 .

If your system is not using a RAID array, then complete the following steps to change your system to a supported I/0 Scheduler. If you are using a
RAID array, then consult your RAID vendor documentation for the best performing scheduler for your hardware.

Configure the I/0 scheduler

The Linux kernel can use several different I/0 schedulers to prioritize disk input and output. Most Linux distributions use the Completely Fair Queuing
(CFQ) scheme by default, which gives input and output requests equal priority. This scheduler is efficient on systems running multiple tasks that need
equal access to I/0 resources. However, it can create a bottleneck when used on Vertica drives containing the catalog and data directories, because it
gives write requests equal priority to read requests, and its per-process I/0 queues can penalize processes making more requests than other
processes.

Instead of the CFQ scheduler, configure your hosts to use either the Deadline or NOOP 1/0 scheduler for the drives containing the catalog and data
directories:

e The Deadline scheduler gives priority to read requests over write requests. It also imposes a deadline on all requests. After reaching the deadline,
such requests gain priority over all other requests. This scheduling method helps prevent processes from becoming starved for I/0 access. The
Deadline scheduler is best used on physical media drives (disks using spinning platters), since it attempts to group requests for adjacent sectors
on a disk, lowering the time the drive spends seeking.

e The NOOP scheduler uses a simple FIFO approach, placing all input and output requests into a single queue. This scheduler is best used on solid
state drives (SSDs). Because SSDs do not have a physical read head, no performance penalty exists when accessing non-adjacent sectors.

Failure to use one of these schedulers for the Vertica drives containing the catalog and data directories can result in slower database performance.
Other drives on the system (such as the drive containing swap space, log files, or the Linux system files) can still use the default CFQ scheduler
(although you should always use the NOOP scheduler for SSDs).

You can set your disk device scheduler by writing the name of the scheduler to a file in the /sys directory or using a kernel boot parameter.

Changing the scheduler through the /sys directory

You can view and change the scheduler Linux uses for I/0 requests to a single drive using a virtual file under the /sys directory. The name of the file
that controls the scheduler a block device uses is:

/sys/block/deviceName/queue/scheduler

Where deviceName is the name of the disk device, such as sda or cciss\lcOd1 (the first disk on an OpenText RAID array). Viewing the contents of this file
shows you all of the possible settings for the scheduler. The currently-selected scheduler is surrounded by square brackets:

# cat /sys/block/sda/queue/scheduler
noop deadline [cfq]

To change the scheduler, write the name of the scheduler you want the device to use to its scheduler file. You must have root privileges to write to this
file. For example, to set the sda drive to use the deadline scheduler, run the following command as root:

# echo deadline > /sys/block/sda/queue/scheduler
# cat /sys/block/sda/queue/scheduler
noop [deadline] cfq

Changing the scheduler immediately affects the I/0 requests for the device. The Linux kernel starts using the new scheduler for all of the drive's input
and output requests.

Note
While tests show that changing the scheduler settings while Vertica is running does not cause problems, Vertica recommends shutting down.
Before changing the 1/0 schedule, or making any other changes to the system configuration, consider shutting down any running database.
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Changes to the I/0 scheduler made through the /sys directory only last until the system is rebooted, so you need to add the commands that change
the 1/0 scheduler to a startup script (such as those stored in /etc/init.d , or though a command in /etc/rc.local ). You also need to use a separate
command for each drive on the system whose scheduler you want to change.

For example, to make the configuration take effect immediately and add it to rc.local so it is used on subsequent reboots.

Note
For systems that do not support /etc/rc.local , use the equivalent startup script that is run after the destination runlevel has been reached. For
example SuSE uses /etc/init.d/after.local .

echo deadline > /sys/block/sda/queue/scheduler
echo 'echo deadline > /sys/block/sda/queue/scheduler' >> /etc/rc.local

Note
On some Ubuntu/Debian systems, the last line in rc.local must be " exit 0 ". So you must manually add the following line to etc/rc.local before the
last line with exit O .

You may prefer to use this method of setting the I/O scheduler over using a boot parameter if your system has a mix of solid-state and physical media
drives, or has many drives that do not store Vertica catalog and data directories.

If you are using Red Hat 7.0 or CentOS 7.0 or higher, run the following command as root or sudo:
$ chmod +x /etc/rc.d/rc.local

Changing the scheduler with a boot parameter

Use the elevator kernel boot parameter to change the default scheduler used by all disks on your system. This is the best method to use if most or all
of the drives on your hosts are of the same type (physical media or SSD) and will contain catalog or data files. You can also use the boot parameter to
change the default to the scheduler the majority of the drives on the system need, then use the /sys files to change individual drives to another 1/0
scheduler. The format of the elevator boot parameter is:

elevator=schedulerName

Where schedulerName is deadline , noop , or cfq . You set the boot parameter using your bootloader (grub or grub2 on most recent Linux distributions).
See your distribution's documentation for details on how to add a kernel boot parameter.

Enabling or disabling transparent hugepages
You can modify transparent hugepages to meet Vertica configuration requirements:
e For Red Hat 7/CentOS 7 and Amazon Linux 2.0, you must enable transparent hugepages. The installer reports this issue with the identifier: 0312 .
e For Red Hat 8/CentOS 8 and SUSE 15.1, Vertica provides recommended settings to optimize your system performance by workload.
e For all other systems, you must disable transparent hugepages or set them to madvise . The installer reports this issue with the identifier: S0310 .
Recommended settings by workload for red hat 8/CentOS 8 and SUSE 15.1

Vertica recommends transparent hugepages settings to optimize performance by workload. The following table contains recommendations for
systems that primarily run concurrent queries (such as short-running dashboard queries), or sequential SELECT or load (COPY) queries:

Operating System Concurrent Sequential Important Notes

Red Hat 8.0/CentOS Disable Enable
8.0



SUSE 15.1 Disable Enable Additionally, Vertica recommends the following khugepaged settings to optimize for each
workload:

Concurrent Workloads:
Disable khugepaged with the following command:

echo 0 > /sys/kernel/mm/transparent_hugepage/khugepaged/defrag

Sequential Workloads:
Enable khugepaged with the following command:

echo 1 > /sys/kernel/mm/transparent_hugepage/khugepaged/defrag

See Enabling or disabling defrag for additional settings that optimize your system performance by workload.

Enabling transparent hugepages on Red Hat/CentOS and SUSE 15.1

Determine if transparent hugepages is enabled. To do so, run the following command.

cat /sys/kernel/mm/transparent_hugepage/enabled
[always] madvise never

The setting returned in brackets is your current setting.

For systems that do not support /etc/rc.local , use the equivalent startup script that is run after the destination runlevel has been reached. For example
SUSE uses /etc/init.d/after.local .

You can enable transparent hugepages by editing /etc/rc.local and adding the following script:

if test -f /sys/kernel/mm/transparent_hugepage/enabled; then
echo always > /sys/kernel/mm/transparent_hugepage/enabled
fi

You must reboot your system for the setting to take effect, or, as root, run the following echo line to proceed with the install without rebooting:
# echo always > /sys/kernel/mm/transparent_hugepage/enabled
If you are using Red Hat 7.0 or CentOS 7.0 or higher, run the following command as root or sudo:
$ chmod +x /etc/rc.d/rc.local
Disabling transparent hugepages on other systems
Note

SUSE did not offer transparent hugepage support in its initial 11.0 release. However, subsequent SUSE service packs do include support for
transparent hugepages.

To determine if transparent hugepages is enabled, run the following command.

cat /sys/kernel/mm/transparent_hugepage/enabled
[always] madvise never

The setting returned in brackets is your current setting. Depending on your platform OS, the madvise setting may not be displayed.
You can disable transparent hugepages one of two ways:

e Edit your boot loader (for example /etc/grub.conf ). Typically, you add the following to the end of the kernel line. However, consult the

documentation for your system before editing your bootloader configuration.
transparent_hugepage=never

e Edit /etc/rc.local (on systems that support rc.local) and add the following script.
if test -f /sys/kernel/mm/transparent_hugepage/enabled; then
echo never > /sys/kernel/mm/transparent_hugepage/enabled
fi



For systems that do not support /eic/rc.local , use the equivalent startup script that is run after the destination runlevel has been reached. For example
SUSE uses /etc/init.d/after.local .

Regardless of which approach you choose, you must reboot your system for the setting to take effect, or run the following two echo lines to proceed
with the install without rebooting:

echo never > /sys/kernel/mm/transparent_hugepage/enabled

Check for swappiness

The swappiness kernel parameter defines the amount, and how often, the kernel copies RAM contents to a swap space. Vertica recommends a value
of 0. The installer reports any swappiness issues with identifier S0112 .

You can check the swappiness value by running the following command:

$ cat /proc/sys/vm/swappiness

To set the swappiness value add or update the following line in /etc/sysctl.conf :
vm.swappiness = 0

This also ensures that the value persists after a reboot.

If necessary, you change the swappiness value at runtime by logging in as root and running the following:

$ echo 0 > /proc/sys/vm/swappiness

Enabling network time protocol (NTP)

Important
Data damage and performance issues might occur if you change host NTP settings while the database is running. Before you change the NPT settings,
stop the database. If you cannot stop the database, stop the Vertica process of each host and change the NTP settings one host at a time.

For details, see Stopping Vertica on host.

The network time protocol (NTP) daemon must be running on all of the hosts in the cluster so that their clocks are synchronized. The spread daemon
relies on all of the nodes to have their clocks synchronized for timing purposes. If your nodes do not have NTP running, the installation can fail with a
spread configuration error or other errors.

Note
Different Linux distributions refer to the NTP daemon in different ways. For example, SUSE and Debian/Ubuntu refer to it as nip , while CentOS
and Red Hat refer to it as ntpd . If the following commands produce errors, try using the other NTP daemon reference name.

Verify that NTP is running
To verify that your hosts are configured to run the NTP daemon on startup, enter the following command:

$ chkconfig --list ntpd

Debian and Ubuntu do not support chkconfig , but they do offer an optional package. You can install this package with the command sudo apt-get
install sysv-rc-conf . To verify that your hosts are configured to run the NTP daemon on startup with the sysv-rc-conf utility, enter the following
command:

$ sysv-rc-conf --list ntpd

The chkconfig command can produce an error similar to ntpd: unknown service . If you get this error, verify that your Linux distribution refers to the
NTP daemon as nipd rather than ntp . If it does not, you need to install the NTP daemon package before you can configure it. Consult your Linux
documentation for instructions on how to locate and install packages.

If the NTP daemon is installed, your output should resemble the following:

ntp 0:off 1:0ff 2:0n 3:0n 4:0ff 5:0n 6:0ff



The output indicates the runlevels where the daemon runs. Verify that the current runlevel of the system (usually 3 or 5) has the NTP daemon set to on
. If you do not know the current runlevel, you can find it using the runlevel command:

$ runlevel
N 3

Configure NTP for red hat 6/CentOS 6 and SLES
If your system is based on Red Hat 6/CentOS 6 or SUSE Linux Enterprise Server, use the service and chkconfig utilities to start NTP and have it start at
startup.

$ /sbin/service ntpd restart
$ /sbin/chkconfig ntpd on

e Red Hat 6/CentOS 6 —NTP uses the default time servers at ntp.org. You can change the default NTP servers by editing /etc/ntpd.conf .
e SLES —By default, no time servers are configured. You must edit /etc/ntpd.conf after the install completes and add time servers.

Configure NTP for ubuntu and debian

By default, the NTP daemon is not installed on some Ubuntu and Debian systems. First, install NTP, and then start the NTP process. You can change
the default NTP servers by editing /etc/ntpd.conf as shown:

$ sudo apt-get install ntp
$ sudo /etc/init.d/ntp reload

Verify that NTP is operating correctly

To verify that the Network Time Protocol Daemon (NTPD) is operating correctly, issue the following command on all nodes in the cluster.
For Red Hat 6/CentOS 6 and SLES:

$ /usr/sbin/ntpq -c rv | grep stratum

For Ubuntu and Debian:

$ ntpq -c rv | grep stratum

A stratum level of 16 indicates that NTP is not synchronizing correctly.

If a stratum level of 16 is detected, wait 15 minutes and issue the command again. It may take this long for the NTP server to stabilize.

If NTP continues to detect a stratum level of 16, verify that the NTP port (UDP Port 123) is open on all firewalls between the cluster and the remote
machine to which you are attempting to synchronize.

Red hat documentation related to NTP

The preceding links were current as of the last publication of the Vertica documentation and could change between releases.

e http://kbase.redhat.com/fag/docs/DOC-6731
e http://kbase.redhat.com/fag/docs/DOC-6902
e http://kbase.redhat.com/fag/docs/DOC-6991

Enabling chrony or ntpd for red hat 7/CentOS 7 systems

Before you can install Vertica, you must enable one of the following on your system for clock synchronization:

e chrony
e NTPD

You must enable and activate the Network Time Protocol (NTP) before installation. Otherwise, the installer reports this issue with the identifier S0030 .

For information on installing and using chrony, see the information below. For information on NTPD see Enabling network time protocol (NTP) . For
more information about chrony, see Using chrony in the Red Hat documentation.

Install chrony

The chrony suite consists of:

e chronyd - the daemon for clock synchronization.
e chronyc - the command-line utility for configuring chronyd .
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chrony is installed by default on some versions of Red Hat/CentOS 7. However, if chrony is not installed on your system, you must download it. To
download chrony, run the following command as sudo or root:

# yum install chrony

Verify that chrony is running

To view the status of the chronyd daemon, run the following command:

$ systemctl status chronyd

If chrony is running, an output similar to the following appears:

chronyd.service - NTP client/server
Loaded: loaded (/usr/lib/systemd/system/chronyd.service; enabled)
Active: active (running) since Mon 2015-07-06 16:29:54 EDT; 15s ago
Main PID: 2530 (chronyd)
CGroup: /system.slice/chronyd.service
442530 /usr/sbin/chronyd -u chrony

If chrony is not running, execute the following command as sudo or root. This command also causes chrony to run at boot time:
# systemctl enable chronyd

Verify that chrony is operating correctly

To verify that the chrony daemon is operating correctly, issue the following command on all nodes in the cluster:

$ chronyc tracking

An output similar to the following appears:

Reference ID :198.247.63.98 (time01.website.org)
Stratum 13

Ref time (UTC) : Thu Jul 9 14:58:01 2015

System time  : 0.000035685 seconds slow of NTP time
Last offset  :-0.000151098 seconds

RMS offset  : 0.000279871 seconds

Frequency : 2.085 ppm slow

Residual freq :-0.013 ppm

Skew :0.185 ppm

Root delay  :0.042370 seconds

Root dispersion : 0.022658 seconds

Update interval : 1031.0 seconds

Leap status  : Normal

A stratum level of 16 indicates that chrony is not synchronizing correctly. If chrony continues to detect a stratum level of 16, verify that the UDP port
323 is open. This port must be open on all firewalls between the cluster and the remote machine to which you are attempting to synchronize.

SELinux configuration

Vertica does not support SELinux except when SELinux is running in permissive mode. If it detects that SELinux is installed and the mode cannot be
determined the installer reports this issue with the identifier: S0080 . If the mode can be determined, and the mode is not permissive, then the issue is
reported with the identifier: S0081 .

Red hat and SUSE systems
You can either disable SELinux or change it to use permissive mode.

To disable SELinux:

1. Edit /etc/selinux/config and change setting for SELinux to disabled ( SELINUX=disabled ). This disables SELinux at boot time.
2. As root/sudo, type setenforce 0 to disable SELinux immediately.

To change SELinux to use permissive mode:

1. Edit /etc/selinux/config and change setting for SELINUX to permissive ( SELINUX=Permissive ).
2. Asroot/sudo, type setenforce Permissive to switch to permissive mode immediately.



Ubuntu and debian systems

You can either disable SELinux or change it to use permissive mode.
To disable SELinux:

1. Edit /selinux/config and change setting for SELinux to disabled ( SELINUX=disabled ). This disables SELinux at boot time.
2. As root/sudo, type setenforce 0 to disable SELinux immediately.

To change SELinux to use permissive mode:

1. Edit /selinux/config and change setting for SELinux to permissive ( SELINUX=Permissive ).
2. Asroot/sudo, type setenforce Permissive to switch to permissive mode immediately.

CPU frequency scaling

This topic details the various CPU frequency scaling methods supported by Vertica. In general, if you do not require CPU frequency scaling, then
disable it so as not to impact system performance.

Important
Your systems may use significantly more energy when frequency scaling is disabled.

The installer allows CPU frequency scaling to be enabled when the cpufreq scaling governor is set to performance . If the cpu scaling governor is set to
ondemand , and ignore_nice load is 1 (true), then the installer fails with the error S0140 . If the cpu scaling governor is set to ondemand and
ignore_nice_load is O (false), then the installer warns with the identifier S0141 .

CPU frequency scaling is a hardware and software feature that helps computers conserve energy by slowing the processor when the system load is
low, and speeding it up again when the system load increases. This feature can impact system performance, since raising the CPU frequency in
response to higher system load does not occur instantly. Always disable this feature on the Vertica database hosts to prevent it from interfering with
performance.

You disable CPU scaling in your host's system BIOS. There may be multiple settings in your host's BIOS that you need to adjust in order to completely
disable CPU frequency scaling. Consult your host hardware's documentation for details on entering the system BIOS and disabling CPU frequency
scaling.

If you cannot disable CPU scaling through the system BIOS, you can limit the impact of CPU scaling by disabling the scaling through the Linux kernel or
setting the CPU frequency governor to always run the CPU at full speed.

Caution
This method is not reliable, as some hardware platforms may ignore the kernel settings. For more information, see Vertica Hardware Guide .

The method you use to disable frequency depends on the CPU scaling method being used in the Linux kernel. See your Linux distribution's
documentation for instructions on disabling scaling in the kernel or changing the CPU governor.

Enabling or disabling defrag

You can modify the defrag utility to meet Vertica configuration requirements, or to optimize your system performance by workload.

On all Red Hat/CentOS systems, you must disable the defrag utility to meet Vertica configuration requirements.

Note
The steps to disable defrag on Red Hat 6/CentOS 6 systems differ from those used to disable defrag on Red Hat 7/CentOS 7 and Red Hat
8/CentOS 8.

For SUSE 15.1, Vertica recommends that you enable defrag for optimized performance.

Recommended settings by workload for red hat 8/CentOS 8 and SUSE 15.1

Vertica recommends defrag settings to optimize performance by workload. The following table contains recommendations for systems that primarily
run concurrent queries (such as short-running dashboard queries), or sequential SELECT or load (COPY) queries:


https://vertica.com/kb/GenericHWGuide/Content/Hardware/GenericHWGuide.htm

Operating System Concurrent Sequential
Red Hat 8.0/CentOS 8.0 Disable Disable

SUSE 15.1 Enable Enable

See Enabling or disabling transparent hugepages for additional settings that optimize your system performance by workload.

Disabling defrag on red hat 6/CentOS 6 systems
1. Determine if defrag is enabled by running the following command:
cat /sys/kernel/mm/redhat_transparent_hugepage/defrag
[always] madvise never

The setting returned in brackets is your current setting. If you are not using madvise or never as your defrag setting, then you must disable defrag.
2. Edit /etc/rc.local, and add the following script:
if test -f /sys/kernel/mm/redhat_transparent_hugepage/enabled; then
echo never > /sys/kernel/mm/redhat_transparent_hugepage/defrag
fi

You must reboot your system for the setting to take effect, or run the following echo line to proceed with the install without rebooting:
# echo never > /sys/kernel/mm/redhat_transparent_hugepage/defrag

Disabling defrag on red hat 7/CentOS 7, red hat 8/CentOS 8, and SUSE 15.1
1. Determine if defrag is enabled by running the following command:

cat /sys/kernel/mm/transparent_hugepage/defrag

[always] madvise never

The setting returned in brackets is your current setting. If you are not using madvise or never as your defrag setting, then you must disable defrag.
2. Edit /etc/rc.local, and add the following script:
if test -f /sys/kernel/mm/transparent_hugepage/enabled; then
echo never > /sys/kernel/mm/transparent_hugepage/defrag
fi

You must reboot your system for the setting to take effect, or run the following echo line to proceed with the install without rebooting:
# echo never > /sys/kernel/mm/transparent_hugepage/defrag

3. If you are using Red Hat 7.0/CentOS 7.0 or Red Hat 8.0/CentOS 8.0, run the following command as root or sudo:
$ chmod +x /etc/rc.d/rc.local

Enabling defrag on red hat 7/8, CentOS 7/8, and SUSE 15.1

1. Determine if defrag is enabled by running the following command:
cat /sys/kernel/mm/transparent_hugepage/defrag
[never] madvise never

The setting returned in brackets is your current setting. If you are not using madvise or always as your defrag setting, then you must enable defrag.
2. Edit /etc/rc.local, and add the following script:
if test -f /sys/kernel/mm/transparent_hugepage/enabled; then
echo always > /sys/kernel/mm/transparent_hugepage/defrag
fi

You must reboot your system for the setting to take effect, or run the following echo line to proceed with the install without rebooting:
# echo always > /sys/kernel/mm/transparent_hugepage/defrag

3. If you are using Red Hat 7.0/CentOS 7.0 or Red Hat 8.0/CentOS 8.0, run the following command as root or sudo:
$ chmod +x /etc/rc.d/rc.local

Support tools

Vertica suggests that the following tools are installed so support can assist in troubleshooting your system if any issues arise:

e pstack (or gstack) package. Identified by issue S0040 when not installed.
o On Red Hat 7 and CentOS 7 systems, the pstack package is installed as part of the gdb package.
e mcelog package. |dentified by issue S0041 when not installed.



e sysstat package. Identified by issue S0045 when not installed.

Red hat 6 and CentOS 6 systems
To install the required tools on Red Hat 6 and CentOS 6 systems, run the following commands as sudo or root:

# yum install pstack
# yum install mcelog
# yum install sysstat

Red hat 7 and CentOS 7 systems
To install the required tools on Red Hat 7/CentOS 7 systems, run the following commands as sudo or root:

# yum install gdb
# yum install mcelog
# yum install sysstat

Ubuntu and debian systems

To install the required tools on Ubuntu and Debian systems, run the following commands as sudo or root:

$ apt-get install pstack
$ apt-get install mcelog
$ apt-get install sysstat

Important
For Ubuntu versions 18.04 and higher, run apt-get install rasdaemon instead of apt-get install mcelog .

SUSE systems

To install the required tools on SuSE systems, run the following commands as sudo or root.

# zypper install sysstat
# zypper install mcelog

There is no individual SuSE package for pstack/gstack. However, the gdb package contains gstack, so you could optionally install gdb instead, or build
pstack/gstack from source. To install the gdb package:

# zypper install gdb

System user configuration

The following tasks pertain to the configuration of the system user required by Vertica.

In this section

e System user requirements

e TZ environment variable

e | ANG environment variable settings
e Package dependencies

System user requirements

Vertica has specific requirements for the system user that runs and manages Vertica. If you specify a user during install, but the user does not exist,
then the installer reports this issue with the identifier: $0200 .

System user requirement details

Vertica requires a system user to own database files and run database processes and administration scripts. By default, the install script automatically
configures and creates this user for you with the username dbadmin . See Linux users created by Vertica for details on the default user created by the
install script. If you decide to manually create your own system user, then you must create the user before you run the install script. If you manually
create the user:

Note
Instances of dbadmin and verticadba are placeholders for the names you choose if you do not use the default values.

e the user must have the same username and password on all nodes



e the user must use the BASH shell as the user's default shell. If not, then the installer reports this issue with identifier [S0240] .
e the user must be in the verticadba group (for example: usermod -a -G verticadba userNameHere ). If not, the installer reports this issue with
identifier [S0220] .

Note
You must create a verticadba group on all nodes. If you do not, then the installer reports the issue with identifier [S0210] .

e the user's login group must be either verticadba or a group with the same name as the user (for example, the home group for dbadmin is
dbadmin). You can check the groups for a user with the id command. For example: id dbadmin . The "gid" group is the user's primary group. If this
is not configured correctly then the installer reports this issue with the identifier [S0230] . Vertica recommends that you use verticadba as the
user's primary login group. For example: usermod -g verticadba userNameHere . If the user's primary group is not verticadba as suggested, then the
installer reports this with HINT [S0231] .

e the user must have a home directory. If not, then the installer reports this issue with identifier [S0260] .

e the user's home directory must be owned by the user. If not, then the installer reports the issue with identifier [S0270] .

e the system must be aware of the user's home directory (you can set it with the usermod command: usermod -m -d /path/to/new/home/dir
userNameHere ). If this is not configured correctly then the installer reports the issue with [S0250] .

e the user's home directory must be owned by the dbadmin's primary group (use the chown and chgrp commands if necessary). If this is not
configured correctly, then the installer reports the issue with identifier [S0280] .

e the user's home directory should have secure permissions. Specifically, it should not be writable by anyone or by the group. Ideally the
permissions should be, when viewing with /s, " --- " (nothing), or " r-x " (read and execute). If this is not configured as suggested then the installer
reports this with HINT [S0290] .

TZ environment variable

This topic details how to set or change the TZ environment variable and update your tzdata package. If this variable is not set, then the installer
reports this issue with the identifier: S0305 .

Before installing Vertica, update the tzdata package for your system and set the default time zone for your database administrator account by
specifying the TZ environmental variable. If your database administrator is being created by the install_vertica script, then set the TZ variable after you
have installed Vertica.

Update tzdata package

The tzdata package is a public-domain time zone database that is pre-installed on most Linux systems. The tzdata package is updated periodically for
time-zone changes across the world. You should update to the latest tzdata package before installing or updating Vertica.

Update your tzdata package with the following command:

e RedHat based systems: yum update tzdata
e Debian and Ubuntu systems: apt-get install tzdata

Setting the default time zone

When a client receives the result set of a SQL query, all rows contain data adjusted, if necessary, to the same time zone. That time zone is the default
time zone of the initiator node unless the client explicitly overrides it using the SQL SET TIME ZONE command described in the SQL Reference Manual.
The default time zone of any node is controlled by the TZ environment variable. If TZ is undefined, the operating system time zone.

Important
The TZ variable must be set to the same value on all nodes in the cluster.

If your operating system timezone is not set to the desired timezone of the database then make sure that the Linux environment variable TZ is set to
the desired value on all cluster hosts.

The installer returns a warning if the TZ variable is not set. If your operating system timezone is appropriate for your database, then the operating
system timezone is used and the warning can be safely ignored.
Setting the time zone on a host

Important
If you explicitly set the TZ environment variable at a command line before you start the Administration tools , the current setting will not take effect.

The Administration Tools uses SSH to start copies on the other nodes, so each time SSH is used, the TZ variable for the startup command is reset. TZ
must be set in the .profile or .bashrc files on all nodes in the cluster to take affect properly.



You can set the time zone several different ways, depending on the Linux distribution or the system administrator’s preferences.

e To set the system time zone on Red Hat and SUSE Linux systems, edit:
/etc/sysconfig/clock

e To set the TZ variable, edit, /etc/profile , or /home/dbadmin/.bashrc or /nome/dbadmin/.bash_profile and add the following line (for example, for the

US Eastern Time Zone):
export TZ="America/New_York"

For details on which timezone names are recognized by Vertica, see the appendix: Using time zones with Vertica .

LANG environment variable settings

This topic details how to set or change the LANG environment variable. The LANG environment variable controls the locale of the host. If this variable
is not set, then the installer reports this issue with the identifier: S0300 . If this variable is not set to a valid value, then the installer reports this issue
with the identifier: S0301 .

Set the host locale

Each host has a system setting for the Linux environment variable LANG . LANG determines the locale category for native language, local customs,
and coded character set in the absence of the LC_ALL and other LC_ environment variables. LANG can be used by applications to determine which
language to use for error messages and instructions, collating sequences, date formats, and so forth.

To change the LANG setting for the database administrator, edit, /etc/profile , or /dbadmin/.bashrc or /home/dbadmin/.bash_profile on all cluster hosts
and set the environment variable; for example:

export LANG=en_US.UTF-8
The LANG setting controls the following in Vertica:

e OS-level errors and warnings, for example, "file not found" during COPY operations.
e Some formatting functions, such as TO_CHAR and TO_NUMBER . See also Template patterns for numeric formatting .

The LANG setting does not control the following:

e Vertica specific error and warning messages. These are always in English at this time.
e Collation of results returned by SQL issued to Vertica. This must be done using a database parameter instead. See Implement locales for
international data sets section for details.

Note
If the LC_ALL environment variable is set, it supersedes the setting of LANG .

Package dependencies

For successful Vertica installation, you must first install three packages on all nodes in your cluster before installing the database platform.

The required packages are:

e openssh—Required for Administration tools connectivity between nodes.
e which—Required for Vertica operating system integration and for validating installations.
e dialog—Required for interactivity with Administration Tools.

Installing the required packages

The procedure you follow to install the required packages depends on the operating system on which your node or cluster is running. See your
operating system's documentation for detailed information on installing packages.

e For CentOS/Red Hat Systems —Typically, you manage packages on Red Hat and CentOS systems using the yum utility.
Run the following yum commands to install each of the package dependencies. The yum utility guides you through the installation:
# yum install openssh
# yum install which
# yum install dialog

e For Debian/Ubuntu Systems —Typically, you use the apt-get utility to manage packages on Debian and Ubuntu systems.



Run the following apt-get commands to install each of the package dependencies. The apt-get utility guides you through the installation:

# apt-get install openssh
# apt-get install which
# apt-get install dialog

Install Vertica using the command line

This section describes how to install the Vertica software on a cluster of nodes. It assumes that you have already performed the tasks in Before You
Install Vertica , and that you have a Vertica license key.

To install Vertica, complete the following tasks:

1.
2.

Download and install the Vertica server package
Install Vertica with the installation script

Special notes

Downgrade installations are not supported.

Be sure that you download the RPM for the correct operating system and architecture.

Vertica supports two-node clusters with zero fault tolerance (K=0 safety). This means that you can add a node to a single-node cluster, as long as
the installation node (the node upon which you build) is not the loopback node ( localhost/127.0.0.1).

The installer performs platform verification tests that prevent the install from continuing if the platform requirements are not met. These tests
ensure that your platform meets the hardware and software requirements for Vertica. You can simply run the installer and view a list of the
failures and warnings to determine which configuration changes you must make.

In this section

Download and install the Vertica server package
Linux users created by Vertica

Validation scripts

Install Vertica with the installation script

Install Vertica silently

Enable secure shell (SSH) logins

Download and install the Vertica server package

To download and install the Vertica server package:

1.
2.
3.

Use a Web browser to go to the Vertica website .

Click the Support tab and select Customer Downloads .

Log into the portal to download the install package.

Be sure the package you download matches the operating system and the machine architecture on which you intend to install it.

4. Transfer the installation package to the Administration host .

7.

. Ifyouinstalled a previous version of Vertica on any of the hosts in the cluster, use the Administration tools to shut down any running database.

The database must stop normally; you cannot upgrade a database that requires recovery.

. If you are using sudo, skip to the next step. If you are root, log in to the Administration Host as root (or log in as another user and switch to root).

$ su - root
password: root-password
#

Caution
When installing Vertica using an existing user as the dba, you must exit all UNIX terminal sessions for that user after setup completes and log
in again to ensure that group privileges are applied correctly.

After Vertica is installed, you no longer need root privileges. To verify sudo, see Platform and hardware requirements and recommendations .
Use one of the following commands to run the RPM package installer:
o If you are root and installing an RPM:
# rpm -Uvh pathname

Note


https://vertica.com/

When installing a Vertica RPM, you might see an unexpected warning about a SHA256 signature. This warning indicates that you need to
import a GPG key. Only necessary for versions after 10.0, keys can be downloaded under the Security section of your chosen release
from the Vertica Client Drivers page . After downloading the key, you can import it with the following command:

# rpm --import RPM-GPG-KEY-VERTICA

o If you are using sudo and installing an RPM:
$ sudo rpm -Uvh pathname

o If you are using Debian:
$ sudo dpkg -i pathname

where pathname is the Vertica package file you downloaded.

Note
If the package installer reports multiple dependency problems, or you receive the error "ERROR: You're attempting to install the wrong RPM for
this operating system" , then you are trying to install the wrong Vertica server package.

After you install the Vertica RPM, you can use several Validation scripts to help determine if your hosts and network can properly handle the
processing and network traffic required by Vertica.

Linux users created by Vertica

This topic describes the Linux accounts that the installer creates and configures so Vertica can run. When you install Vertica, the installation script
optionally creates the following Linux user and group:

e dbadmin—Administrative user
e verticadba—Group for DBA users

dbadmin and verticadba are the default names. If you want to change what these Linux accounts are called, you can do so using the installation script.
See Install Vertica with the installation script for details.

Dbadmin privileges
The Linux dbadmin user owns the database catalog and data storage on disk. When you run the install script, Vertica creates this user on each node in
the database cluster. It also adds dbadmin to the Linux dbadmin and verticadba groups, and configures the account as follows:

e Configures and authorizes dbadmin for passwordless SSH between all cluster nodes. SSH must be installed and configured to allow passwordless
logins. See Enable secure shell (SSH) logins .
e Sets the dbadmin user's BASH shell to /bin/bash, required to run scripts, such as install_vertica and the Administration tools .

e Provides read-write-execute permissions on the following directories:
o /opt/vertica/*
o /home/dbadmin —the default directory for database data and catalog files (configurable through the install script)

Note
The Vertica installation script also creates a Vertica database superuser named dbadmin. They share the same name, but they are not the same;
one is a Linux user and the other is a Vertica user. See Database administration user for information about the database superuser.

After you install Vertica

Root or sudo privileges are not required to start or run Vertica after the installation process completes.

The dbadmin user can log in and perform Vertica tasks, such as creating a database, installing/changing the license key, or installing drivers. If
dbadmin wants database directories in a location that differs from the default, the root user (or a user with sudo privileges) must create the requested
directories and change ownership to the dbadmin user.

Vertica prevents administration from users other than the dbadmin user (or the user name you specified during the installation process if not
dbadmin). Only this user can run Administration Tools.

See also


https://www.vertica.com/download/vertica/client-drivers/

Installation overview and checklist

e Before you install Vertica

Platform and hardware requirements and recommendations
e Enable secure shell (SSH) logins

Validation scripts

Vertica provides several validation utilities that can be used prior to deploying Vertica to help determine if your hosts and network can properly
handle the processing and network traffic required by Vertica. These utilities can also be used if you are encountering performance issues and need to
troubleshoot the issue.

After you install the Vertica RPM, you have access to the following scripts in /opt/vertica/bin :

e Vcpuperf - a CPU performance test used to verify your CPU performance.
e Vioperf - an Input/Output test used to verify the speed and consistency of your hard drives.
e Vnetperf - a Network test used to test the latency and throughput of your network between hosts.

These utilities can be run at any time, but are well suited to use before running the install_vertica script.

In this section

e Vcpuperf
e Vioperf
e Vnetperf

Vcpuperf
The vcpuperf utility measures your server's CPU processing speed and compares it against benchmarks for common server CPUs. The utility performs
a CPU test and measures the time it takes to complete the test. The lower the number scored on the test, the better the performance of the CPU.

The vcpuperf utility also checks the high and low load times to determine if CPU throttling is enabled. If a server's low-load computation time is
significantly longer than the high-load computation time, CPU throttling may be enabled. CPU throttling is a power-saving feature. However, CPU
throttling can reduce the performance of your server. Vertica recommends disabling CPU throttling to enhance server performance.

Syntax
vepuperf [-q]
Option
-q
Run in quiet mode. Quiet mode displays only the CPU Time, Real Time, and high and low load times.

Returns

e CPU Time: the amount of time it took the CPU to run the test.

e Real Time: the total time for the test to execute.

e High load time: The amount of time to run the load test while simulating a high CPU load.
e |ow load time: The amount of time to run the load test while simulating a low CPU load.

Example

The following example shows a CPU that is running slightly slower than the expected time on a Xeon 5670 CPU that has CPU throttling enabled.



[root@node1 binj# /opt/vertica/bin/vcpuperf

Compiled with: 4.1.2 20080704 (Red Hat 4.1.2-52) Expected time on Core 2, 2.53GHz: ~9.5s
Expected time on Nehalem, 2.67GHz: ~9.0s

Expected time on Xeon 5670, 2.93GHz: ~8.0s

This machine's time:
CPU Time: 8.540000s
Real Time:8.710000s

Some machines automatically throttle the CPU to save power.
This test can be done in <100 microseconds (60-70 on Xeon 5670, 2.93GHz).
Low load times much larger than 100-200us or much larger than the corresponding high load time
indicate low-load throttling, which can adversely affect small query / concurrent performance.

This machine's high load time: 67 microseconds.
This machine's low load time: 208 microseconds.

Vioperf

The vioperf utility quickly tests the performance of your host's input and output subsystem. The utility performs the following tests:

e sequential write

e sequential rewrite

e sequential read

e skip read (read non-contiguous data blocks)

The utility verifies that the host reads the same bytes that it wrote and prints its output to STDOUT. The utility also logs the output to a JSON
formatted file.

For data in HDFS, the utility tests reads but not writes.

Syntax

vioperf [--help] [--duration=<INTERVAL>] [--log-interval=<INTERVAL>]
[--log-file=<FILE>] [--condense-log] [--thread-count=<N>] [--max-buffer-size=<SIZE>]
[--preserve-files] [--disable-crc] [--disable-direct-io] [--debug]
[<DIR>*]

Minimum and recommended I/0 performance

e The minimum required I/0O is 20 MB/s read/write per physical processor core on each node, in full duplex (reading and writing) simultaneously,
concurrently on all nodes of the cluster.

Note

Vertica supports some AWS instance types that do not meet these minimum 1/0 requirements. However, all supported AWS instances types,
regardless of vioperf performance, can be used as Vertica cluster hosts. See Supported AWS instance types for a list of all supported AWS
instance types.

e The recommended I/0O is 40 MB/s per physical core on each node.
e The minimum required I/0 rate for a node with 2 hyper-threaded six-core CPUs (12 physical cores) is 240 MB/s. Vertica recommends 480 MB/s.

For example, the I/0 rate for a node with 2 hyper-threaded six-core CPUs (12 physical cores) is 240 MB/s required minimum, 480 MB/s recommended.

Disk space vioperf needs

vioperf requires about 4.5 GB to run.

Options

--help
Prints a help message and exits.

--duration
The length of time vioprobe runs performance tests. The default is 5 minutes. Specify the interval in seconds, minutes, or hours with any of
these suffixes:



® Seconds: s, sec, secs, second , seconds . Example: --duration=60sec
e Minutes: m, min, mins , minute , minutes . Example: --duration=10min
e Hours: h, hr, hrs, hour, hours . Example: --duration=1hrs

--log-interval
The interval at which the log file reports summary information. The default interval is 10 seconds. This option uses the same interval notation
as --duration .

--log-file
The path and name where log file contents are written, in JSON. If not specified, then vioperf creates a file named results date-time .JSON in the
current directory.

--condense-log
Directs vioperf to write the log file contents in condensed format, one JSON entry per line, rather than as indented JSON syntax.

--thread-count=<N>
The number of execution threads to use. By default, vioperf uses all threads available on the host machine.

--max-buffer-size=<SIZE>
The maximum size of the in-memory buffer to use for reads or writes. Specify the units with any of these suffixes:
® Bytes: b, byte, bytes .
e Kilobytes: k, kb, kilobyte , kilobytes .
® Megabytes: m, mb, megabyte , megabytes .
e Gigabytes: g, gb, gigabyte, gigabytes .

--preserve-files
Directs vioperf to keep the files it writes. This parameter is ignored for HDFS tests, which are read-only. Inspecting the files can help diagnose
write-related failures.

--disable-crc
Directs vioperf to ignore CRC checksums when validating writes. Verifying checksums can add overhead, particularly when running vioperf on
slower processors. This parameter is ignored for HDFS tests.

--disable-direct-io
When reading from or writing to a local file system, vioperf goes directly to disk by default, bypassing the operating system's page cache. Using
direct I/0 allows vioperf to measure performance quickly without having to fill the cache.

Disabling this behavior can produce more realistic performance results but slows down the operation of vioperf .

--debug
Directs vioperf to report verbose error messages.

<DIR>
Zero or more directories to test. If you do not specify a directory, vioperf tests the current directory. To test the performance of each disk, specify
different directories mounted on different disks.

To test reads from a directory on HDFS:
e Use a URL in the hdfs scheme that points to a single directory (not a path) containing files at least T0MB in size. For best results, use 10GB
files and verify that there is at least one file per vioperf thread.

e |f you do not specify a host and port, set the HADOOP_CONF_DIR environment variable to a path including the Hadoop configuration files.
This value is the same value that you use for the HadoopConfDir configuration parameter in Vertica. For more information see Configuring
HDEFS access .

e |f the HDFS cluster uses Kerberos, set the HADOOP_USER_NAME environment variable to a Kerberos principal.

Returns
The utility returns the following information:
test
The test being run (Write, ReWrite, Read, or Skip Read)
directory

The directory in which the test is being run.

counter name
The counter type of the test being run. Can be either MB/s or Seeks per second.



counter value
The value of the counter in MB/s or Seeks per second across all threads. This measurement represents the bandwidth at the exact time of
measurement. Contrast with counter value (avg).

counter value (10 sec avg)
The average amount of data in MB/s, or the average number of Seeks per second, for the test being run in the duration specified with --log-
interval . The default interval is 10 seconds. The counter value (avg) is the average bandwidth since the last log message, across all threads.

counter value/core
The counter value divided by the number of cores.

counter value/core (10 sec avg)
The counter value (10 sec avg) divided by the number of cores.

thread count
The number of threads used to run the test.

%CPU
The available CPU percentage used during this test.

%lO Wait
The CPU percentage in I/0 Wait state during this test. I/0 wait state is the time working processes are blocked while waiting for I/0 operations
to complete.

elapsed time
The amount of time taken for a particular test. If you run the test multiple times, elapsed time increases the next time the test is run.
remaining time
The time remaining until the next test. Based on the --duration option, each of the tests is run at least once. If the test set is run multiple times,
then remaining time is how much longer the test will run. The remaining time value is cumulative. Its total is added to elapsed time each time the
same test is run again.

Example

Invoking vioperf from a terminal outputs the following message and sample results:

[dbadmin@v_vmart_node0001 ~]$ /opt/vertica/bin/vioperf --duration=60s

The minimum required 1/O is 20 MB/s read and write per physical processor core on each node, in full duplex

i.e. reading and writing at this rate simultaneously, concurrently on all nodes of the cluster.

The recommended 1/O is 40 MB/s per physical core on each node.

For example, the I/O rate for a server node with 2 hyper-threaded six-core CPUs is 240 MB/s required minimum, 480 MB/s recommended.

Using direct io (buffer size=1048576, alignment=512) for directory "/home/dbadmin”

test |directory |counter name | counter value | counter value (10 sec avg) | counter value/core | counter value/core (10 sec avg) | thread count |
%CPU | %I0O Wait | elapsed time (s)| remaining time (s)

Write | /home/dbadmin | MB/s | 420 | 420 | 210 | 210 |2 |89 |10 |10 |5
Write | /home/dbadmin | MB/s | 412 | 396 | 206 | 198 |2 189 |9 |15 |0
ReWrite | /home/dbadmin | (MB-read+MB-write)/s | 150+150 | 150+150 | 75+75 | 75+75 |2 |58 |40 |
10 |5
ReWrite | /home/dbadmin | (MB-read+MB-write)/s | 158+158 | 1724172 | 79+79 | 86+86 |2 |64 |33 | 15
|0
Read |/home/dbadmin | MB/s | 194 | 194 | 97 | 97 |2 |69 |26 | 10 |5
Read |/home/dbadmin | MB/s | 192 | 190 | 96 | 95 |2 |71 |27 | 15 |0
SkipRead | /home/dbadmin | seeks/s | 659 | 659 | 329.5 | 329.5 |2 |2 |85 |10 |5
SkipRead | /home/dbadmin | seeks/s | 677 | 714 | 338.5 | 357 |2 [2 |59 |15 |0
| il
Note

When evaluating performance for minimum and recommended /0, include the Write and Read values in your evaluation. ReWrite and SkipRead
values are not relevant to determining minimum and recommended 1/0.

Vnetperf



The vnetperf utility measures network performance of database hosts, as well as network latency and throughput for TCP and UDP protocols.

Caution
This utility incurs high network load, which degrades database performance. Do not use this utility on a Vertica production database.

This utility helps identify the following issues:

e |ow throughput for all hosts or one

e High latency for all hosts or one

Bottlenecks between one or more hosts or subnets

Too-low limit on the number of TCP connections that can be established simultaneously
High rates of network packet loss

Syntax
vnetperf [[options](#Options)] [[tests](#Tests)]

Options
--condense
Condenses the log into one JSON entry per line, instead of indented JSON syntax.

--collect-logs
Collects test log files from each host.

--datarate rafe
Limits throughput to this rate in MB/s. A rate of 0 loops the tests through several different rates.

Default: 0

--duration seconds
Time limit for each test to run in seconds.

Default: 1

--hosts hosi-name [,...]
Comma-separated list of host names or IP addresses on which to run the tests. The list must not contain embedded spaces.

--hosts file
File that specifies the hosts on which to run the tests. If you omit this option, then the vnetperf tries to access admintools to identify cluster
hosts.

--identity-file file
If using passwordless SSH/SCP access between hosts, then specify the key file used to gain access to the hosts.

--ignore-bad-hosts
If set, runs tests on reachable hosts even if some hosts are not reachable. If you omit this option and a host is unreachable, then no tests are
run on any hosts.

--log-dir directory
If --collect-logs is set, specifies the directory in which to place the collected logs.

Default: logs.netperf. <timestamp>

--log-level /evel
Log level to use, one of the following:
® INFO
e ERROR
e DEBUG
e WARN

Default: WARN

--list-tests

Lists the tests that vnetperf can run.
--output-file file

The file to which JSON results are written.



Default: results. <timestamp> .json
--ports port#[,...]
Comma-delimited list of port numbers to use. If only one port number is specified, then the next two numbers in sequence are also used.
Default: 14159,14160,14161
--scp-options ' scp-args’
Specifies one or more standard SCP command line arguments. SCP is used to copy test binaries over to the target hosts.
--ssh-options ' ssh-args’
Specifies one or more standard SSH command line arguments. SSH is used to issue test commands on the target hosts.
--tmp-dir directory
Specifies the temporary directory for vnetperf, where directory must have execute permission on all hosts, and does not include the
unsupported characters ", ™, or .

Default: /tmp (execute permission required)

--vertica-install directory
Indicates that Vertica is installed on each of the hosts, so vnetperf uses test binaries on the target system rather than copying them over with
SCP.

Tests

vnetperf can specify one or more of the following tests. If no test is specified, vnetperf runs all tests. Test results are printed for each host.

Test Description Results

latency Measures latency from the host that is running the script to other e Round trip time latency for each host in milliseconds.
hosts. Hosts with unusually high latency should be investigated e Clock skew—the difference in time shown by the clock
further. on the target host relative to the host running the

utility.
tep- Tests TCP throughput among hosts. e Date/time and test name
throughput e Rrate limitin MB/s
e Tested node
udp- Tests UDP throughput among hosts e Sent and received data in MB/s and bytes
throughput e Duration of the test in seconds

Recommended network performance

e Maximum recommended RTT (round-trip time) latency is 1000 microseconds. Ideal RTT latency is 200 microseconds or less. Vertica recommends
that clock skew be less than 1 second.
e Minimum recommended throughput is 100 MB/s. Ideal throughput is 800 MB/s or more.

Note
UDP throughput can be lower; multiple network switches can adversely affect performance.

Example



$ vnetperf latency tcp-throughput

The maximum recommended rtt latency is 2 milliseconds. The ideal rtt latency is 200 microseconds or less. It is recommended that clock skew be kept to
under 1 second.

test | date | node | index | rtt latency (us) | clock skew (us)
latency | 2022-03-29_10:23:55,739 | 10.20.100.247 |0 |49 |3

latency | 2022-03-29_10:23:55,739 | 10.20.100.248 |1 |272 | -702
latency | 2022-03-29_10:23:55,739 | 10.20.100.249 |2 | 245 | 1037

The minimum recommended throughput is 100 MB/s. Ideal throughput is 800 MB/s or more. Note: UDP numbers may be lower, multiple network switches
may reduce performance results.

date | test | rate limit (MB/s) | node | MB/s (sent) | MB/s (rec) | bytes (sent) | bytes (rec) | duration (s)
2022-03-29_10:23:55,742 | tcp-throughput | 32 | 10.20.100.247 |30.579 |30.579 |32112640 | 32112640 | 1.00151
2022-03-29_10:23:55,742 | tcp-throughput | 32 | 10.20.100.248 | 30.5791 |30.5791 |32112640 | 32112640 | 1.0015
2022-03-29_10:23:55,742 | tcp-throughput | 32 | 10.20.100.249 |30.5791 |30.5791 |32112640 | 32112640 | 1.0015
2022-03-29_10:23:55,742 | tcp-throughput | 32 | average |30.579 | 30.579 |32112640 | 32112640 | 1.0015
2022-03-29_10:23:57,749 | tcp-throughput | 64 | 10.20.100.247 |61.0952 |61.0952 | 64094208 | 64094208 | 1.00049
2022-03-29_10:23:57,749 | tcp-throughput | 64 | 10.20.100.248 |61.096 |61.096 | 64094208 | 64094208 | 1.00048
2022-03-29_10:23:57,749 | tcp-throughput | 64 | 10.20.100.249 |61.0952 |61.0952 |64094208 | 64094208 | 1.00049
2022-03-29_10:23:57,749 | tcp-throughput | 64 | average |61.0955 |61.0955 |64094208 | 64094208 | 1.00048
2022-03-29_10:23:59,753 | tcp-throughput | 128 | 10.20.100.247 | 122.131 |122.131 | 128122880 | 128122880 | 1.00046
2022-03-29_10:23:59,753 | tcp-throughput | 128 | 10.20.100.248 |122.132 |122.132 |128122880 | 128122880 | 1.00046
2022-03-29_10:23:59,753 | tcp-throughput | 128 | 10.20.100.249 |122.132 |122.132 |128122880 | 128122880 | 1.00046
2022-03-29_10:23:59,753 | tcp-throughput | 128 | average |122.132 | 122.132 | 128122880 | 128122880 | 1.00046
2022-03-29_10:24:01,757 | tcp-throughput | 256 | 10.20.100.247 | 243.819 |244.132 | 255754240 | 256081920 | 1.00036
2022-03-29_10:24:01,757 | tcp-throughput | 256 | 10.20.100.248 |244.125 |243.282 |256049152 | 255164416 | 1.00025
2022-03-29_10:24:01,757 | tcp-throughput | 256 | 10.20.100.249 |244.172 |243.391 |256114688 | 255295488 | 1.00032
2022-03-29_10:24:01,757 | tcp-throughput | 256 | average | 244.039 | 243.601 | 255972693 | 255513941 | 1.00031
2022-03-29_10:24:03,761 | tcp-throughput | 512 | 10.20.100.247 | 337.232 |485.247 | 355893248 | 512098304 | 1.00645
2022-03-29_10:24:03,761 | tcp-throughput | 512 | 10.20.100.248 |446.16 |231.001 | 467894272 | 242253824 | 1.00013
2022-03-29_10:24:03,761 | tcp-throughput | 512 | 10.20.100.249 | 349.667 |409.961 | 368476160 | 432013312 | 1.00497
2022-03-29_10:24:03,761 | tcp-throughput | 512 | average | 377.686 | 375.403 | 397421226 | 395455146 | 1.00385
2022-03-29_10:24:05,772 | tcp-throughput | 640 | 10.20.100.247 |328.279 |509.256 | 383975424 | 595656704 | 1.11548
2022-03-29_10:24:05,772 | tcp-throughput | 640 | 10.20.100.248 |505.626 |217.217 |532250624 | 228655104 | 1.00389
2022-03-29_10:24:05,772 | tcp-throughput | 640 | 10.20.100.249 |390.355 |474.89 |410812416 | 499777536 | 1.00365
2022-03-29_10:24:05,772 | tcp-throughput | 640 | average | 408.087 | 400.454 | 442346154 | 441363114 | 1.04101
2022-03-29_10:24:07,892 | tcp-throughput | 768 | 10.20.100.247 | 300.5 | 426.762 | 318734336 | 452657152 | 1.01154
2022-03-29_10:24:07,892 | tcp-throughput | 768 | 10.20.100.248 |268.252 |402.891 |283017216 | 425066496 | 1.00616
2022-03-29_10:24:07,892 | tcp-throughput | 768 | 10.20.100.249 |510.569 |243.649 |535592960 | 255590400 | 1.00042
2022-03-29_10:24:07,892 | tcp-throughput | 768 | average | 359.774 | 357.767 | 379114837 | 377771349 | 1.00604
2022-03-29_10:24:09,911 | tcp-throughput | 1024 | 10.20.100.247 | 304.545 |444.261 | 334987264 | 488669184 | 1.049
2022-03-29_10:24:09,911 | tcp-throughput | 1024 [ 10.20.100.248 |422.246 |192.773 | 474284032 | 216530944 | 1.07121
2022-03-29_10:24:09,911 | tcp-throughput | 1024 | 10.20.100.249 |353.206 |446.809 |378732544 | 479100928 | 1.0226
2022-03-29_10:24:09,911 | tcp-throughput | 1024 | average | 359.999 |361.281 | 396001280 | 394767018 | 1.0476
2022-03-29_10:24:11,988 | tcp-throughput | 2048 | 10.20.100.247 | 343.324 |414.559 |387710976 | 468156416 | 1.07697
2022-03-29_10:24:11,988 | tcp-throughput | 2048 | 10.20.100.248 |292.44 |246.254 |308314112 | 259620864 | 1.00544
2022-03-29_10:24:11,988 | tcp-throughput | 2048 | 10.20.100.249 | 437.559 |405.02 |459145216 | 425000960 | 1.00072
2022-03-29_10:24:11,988 | tcp-throughput | 2048 | average | 357.774 | 355.278 | 385056768 | 384259413 | 1.02771

JSON results available at: ./results.2022-03-29_10:23:51,548.json

Install Vertica with the installation script

You can run the installation script after you install the Vertica package. The installation script runs on a single node, using a Bash shell. The script
copies the Vertica package to all other hosts (identified by the --hosts argument) in your planned cluster.

The installation script runs several tests on each of the target hosts to verify that the hosts meet system and performance requirements for a Vertica
node. The installation script modifies some operating system configuration settings to meet these requirements. Other settings cannot be modified
by the installation script and must be manually reconfigured. For details on operating system configuration settings, see Manually configured




operating system settings and Automatically configured operating system settings .

Note
The installation script sets up passwordless ssh for the admin user across all hosts. If passwordless ssh is already set up, the installation script
verifies that it functions correctly.

In this section

e |nstall on a FIPS 140-2 enabled machine

e Specifying disk storage location during installation
e Perform a basic install

e install_vertica options

Install on a FIPS 140-2 enabled machine

Vertica supports the implementation of the Federal Information Processing Standard 140-2 (FIPS). You enable FIPS mode in the operating system.

Note
Enabling FIPS on the operating system occurs outside of Vertica.

During installation, the install_vertica script detects whether the host is operating in FIPS mode. The installer searches for the file
/proc/sys/crypto/fips_enabled and examines its content. If the file exists and contains a '1' in the filename, the host is operating in FIPS mode and the
following message appears:

/proc/sys/crypto/fips_enabled exists and contains '1', this is a FIPS system

Important
On certain systems where the libssl and libcrypto libraries do not have versioning information, when starting Vertica, you may see the message

No version information available

This message is benign and you can ignore it.

To implement FIPS 140-2 on your Vertica Analytic Database, you need to configure both the server and the client you are using. To see the detailed
configuration steps, go to Implementing FIPS 140-2 .

Symbolic links for OpenSSL

On some non-FIPS systems, versioning anomalies can occur when you install a new version of OpenSSL. Sometimes, the default OpenSSL build
procedure produces libraries with versions named 1.0.0. For Vertica to recognize that a library has a higher version number, the library name with a
higher version number must be provided. As part of the Vertica installation, symbolic links are created to the appropriate OpenSSL files. The steps are
as follows:

1. The RPM installer places two OpenSSL library files in /opt/vertica/lib:
o libssl.so.1.1
o libcrypto.so.1.1
2. The install_vertica script creates two symbolic links in /opt/vertica/lib:
o libssl.so
o libcrypto.so
3. The symbolic links point to libssl.so.1.1 and libcrypto.so.1.1, which the RPM installer placed in /opt/vertica/lib.

Specifying disk storage location during installation

You can specify the disk storage location when you:

e |nstall Vertica (see below).
e (Create a database using the Administration Tools .
e |nstalling Management Console

Specifying disk storage location when you install



When you install Vertica, the --data-dir parameter in the install_vertica script lets you specify a directory to contain database data and catalog files. The

script defaults to the database administrator's default home directory /home/dbadmin .

Important
Replace this default with a directory that has adequate space to hold your data and catalog files.

Requirements

The data and catalog directory must exist on each node in the cluster.

The directory on each node must be owned by the database administrator

Catalog and data path names must contain only alphanumeric characters and cannot have leading space characters. Failure to comply with these
restrictions will result in database creation failure.

Vertica refuses to overwrite a directory if it appears to be in use by another database. Therefore, if you created a database for evaluation
purposes, dropped the database, and want to reuse the database name, make sure that the disk storage location previously used has been
completely cleaned up. See Managing storage locations for details.

Perform a basic install

For all installation options, see install_vertica options .

1.

As root (or sudo) run the install script. The script must be run by a BASH shell as root or as a user with sudo privileges. You can configure many
options when running the install script. See Basic Installation Parameters for the required options.
If the installer fails due to any requirements not being met, you can correct the issue and then rerun the installer with the same command line
options.
To perform a basic installation:
° Asroot:
# /opt/vertica/sbin/install_vertica --hosts host_list --rpm package_name\

--dba-user dba_username --parallel-no-prompts

o Using sudo:
$ sudo /opt/vertica/sbin/install_vertica --hosts host _list --rpm package _name\
--dba-user dba_username --parallel-no-prompts

Important
If you place install_vertica in a location other than /opt/vertica , create a symlink from that location to /opt/vertica . Create this symlink on all cluster

nodes, otherwise the database will not start.

. When prompted for a password to log into the other nodes, provide the requested password. Doing so allows the installation of the package and

system configuration on the other cluster nodes.
o If you are root, this is the root password.
o If you are using sudo, this is the sudo user password.
The password does not echo on the command line. For example:
Vertica Database 23.3.x Installation Tool
Please enter password for root@host01:password

. If the dbadmin user, or the user specified in the argument --dba-user, does not exist, then the install script prompts for the password for the user.

Provide the password. For example:
Enter password for new UNIX user dbadmin:password
Retype new UNIX password for user dbadmin:password

. Carefully examine any warnings or failures returned by install_vertica and correct the problems.

For example, insufficient RAM, insufficient network throughput, and too high readahead settings on the file system could cause performance
problems later on. Additionally, LANG warnings, if not resolved, can cause database startup to fail and issues with VSQL. The system LANG
attributes must be UTF-8 compatible. After you fix the problems, rerun the install script.

. When installation is successful, disconnect from the Administration host, as instructed by the script. Then, complete the required post-installation

steps.
At this point, root privileges are no longer needed and the database administrator can perform any remaining steps.

install_vertica options

The following tables describe install_vertica script options. Most options have long and short forms—for example, --hosts and -s .

Required



install_vertica requires the following options:

® --hosts/-s
® —-rpm/-r | --deb
e --dba-user username | -u username
Required only if installing using root or upgrading versions.

For example:

# /opt/vertica/sbin/install_vertica --hosts node0001,node0002,node0003 --rpm /tmp/vertica-10.1.1-0.x86_64.RHEL6.rpm

--hosts hostlist -s hostlist
Comma-separated list of host names or IP addresses to include in the cluster. The list must not include embedded spaces. For example:
® --hosts node01,node02,node03

e --hosts 192.168.233.101,192.168.233.102,192.168.233.103
® --hosts fd95:ff5d:5549:bdb0::1,fd95:ff5d:5549:bdb0::2,fd95:ff5d:5549:bdb0::3

The following requirements apply:
e |f upgrading an existing installation of Vertica, use the same host names used previously.
e |P addresses or hostnames must be for unique hosts. Do not list the same host using multiple IP addresses/hostnames.

Note
Vertica stores only IP addresses in its configuration files. If you provide host names, they are converted to IP addresses when the script
runs.

--rpm package-name -r package-name --deb package-name
Path and name of the Vertica RPM or Debian package. For example:
--rpm /tmp/vertica-10.1.1-0.x86_64.RHEL6.rpm

For Debian and Ubuntu installs, provide the name of the Debian package:
--deb /tmp/vertica_10.1_amd64.deb

The install package must be provided if installing or upgrading multiple nodes and the nodes do not have the latest server package installed, or
if you are adding a new node. The install_vertica and update vertica scripts serially copy the server package to the other nodes and install the
package.

Tip
If installing or upgrading a large number of nodes, consider manually installing the package on all nodes before running the upgrade
script. The script runs faster if it does not need to serially upload and install the package on each node.

--dba-user username -u username

Name of the database superuser account to create. Only this account can run the Administration Tools. If you omit this parameter, then the
default administrator account name is dbadmin .

This parameter is optional for new installations done as root; they must be specified when upgrading or when installing using sudo. If
upgrading, use this parameter to specify the same account name that you used previously. If installing using sudo, username must already exist.
If you manually create the user, modify the user's .bashrc file to include the line: PATH=/opt/vertica/bin:$PATH so Vertica tools such as vsgl and
admintools can be easily started by this user.

For details on a minimal installation procedure, see Perform a basic install .

Optional

The following install_vertica options are not required. Many of them enable greater control over the installation process.

--help
Display help for this script.

--accept-eula -Y

Silently accepts the EULA agreement. On multi-node installations, this option is propagated across the cluster at the end of the installation, at
the same time as the Administration Tools metadata.



Combine this option with --license ( -L ) to activate your license.

--add-hosts hostlist-A hostlist
Comma-separated list of hosts to add to an existing Vertica cluster.

--add-hosts modifies an existing installation of Vertica by adding a host to the database cluster and then reconfiguring spread . This is useful for
improving system performance, or making the database K-safe.

If spread is configured in your installation to use point-to-point communication within the existing cluster, you must also use it when you add a
new host; otherwise, the new host automatically uses UDP broadcast traffic, resulting in cluster communication problems that prevent Vertica
from running properly. For example:

--add-hosts host01
--add-hosts 192.168.233.101

You can also use this option with the update_vertica script. For details, see Adding nodes .

--broadcast -U

Configures spread to use UDP broadcast traffic between nodes on the subnet. This is the default setting. Up to 80 spread daemons are
supported by broadcast traffic. You can exceed the 80-node limit by using large cluster mode, which does not install a spread daemon on each
node.

Do not combine this option with -- point-to-point .
Important
When changing the configuration from --poini-to-point to --broadcast , you must also specify --control-network .

--clean

Forcibly cleans previously stored configuration files. Use this option if you need to change the hosts that are included in your cluster. Only use
this option when no database is defined.

This option is not supported by the update_vertica script.

--config-file file -z file
Use the properties file created earlier with [--record-config](#record-config) . This properties file contains key/value settings that map to
install_vertica option.

--control-network { /Paddress | default} -S { IPaddess | default }
Set to one of the following arguments:

e |Paddress : A broadcast network IP address that enables configuration of spread communications on a subnet different from other Vertica
data communications.

e default
Important
IPaddress must match the subnet for at least some database nodes. If the address does not match the subnet of any database node, then
the installer displays an error and stops. If the provided address matches some, but not all of the node's subnets, the installer displays a
warning, but installation continues.

Optimally, the value for --control-network matches all node subnets.

You can also use this option to force a cluster-wide spread reconfiguration when changing spread-related options.

--data-dir directory -d directory
Directory for database data and catalog files. For details, see Specifying disk storage location during installation and Managing storage locations

Caution
Do not use a shared directory over more than one host for this setting. Data and catalog directories must be distinct for each node.
Multiple nodes must not be allowed to write to the same data or catalog directory.

Default: /home/dbadmin

--dba-group group -g group
UNIX group for DBA users.



Default: verticadba

--dba-user-home directory -1 directory
Home directory for the database administrator.

Default: /home/dbadmin

--dba-user-password password -p password
Password for the database administrator account. If omitted, the script prompts for a password and does not echo the input.

--dba-use-password-disabled
Disables the password for --dba-user . This argument stops the installer from prompting for a password for --dba-user . You can assign a
password later using standard user management tools such as passwd .

--failure-threshold [ threshold-arg ]
Stops the installation when the specified failure threshold is encountered, where threshold-arg is one of the following:

e HINT : Stop the install if a HINT or greater issue is encountered during the installation tests. HINT configurations are settings you should
make, but the database runs with no significant negative consequences if you omit the setting.

e WARN : Stop the installation if a WARN or greater issue is encountered. WARN issues might affect database performance. However, for
environments where high-level performance is not a priority—for example, testing—WARN issues can be ignored.

e FAIL : Stop the installation if a FAIL or greater issue is encountered. FAIL issues can have severely negative performance consequences and
possible later processing issues if not addressed. However, Vertica can start even if FAIL issues are ignored.

e HALT : Stop the installation if a HALT or greater issue is encountered. The database might be unable to start if you choose his option. This
option is not supported in production environments.

e NONE : Do not stop the installation. The database might be unable to start if you choose this option. This option is not supported in
production environments.

Default: WARN

--ipv4
Hosts in the cluster are identified by IPv4 network addresses. This is the default behavior.

--ipv6
Hosts in the cluster are identified by IPv6 network addresses, required if the --hosts list specifies Pv6 addresses. This option automatically
enables the -- point-to-point option.

--large-cluster [ num-control-nodes | default]
Enables the large cluster feature, where a subset of nodes called control nodes connect to spread to send and receive broadcast messages.
Consider using this option for a cluster with more than 50 nodes in Enterprise Mode. Vertica automatically enables this feature if you install
onto 120 or more nodes in Enterprise Mode, or 16 or more nodes in Eon Mode.

Supply this option with one of the following arguments:
e num-control-nodes : Sets the number of control nodes in the new database to the smaller of this value or the value of --hosts . This value is
applied differently in Enterprise Mode and Eon Mode:
o Enterprise Mode: Sets the number of control nodes in the entire cluster.
o Eon Mode: Sets the number of control nodes in the initial default subcluster. This value must be between 1 to 120, inclusive.
e default : Vertica sets the number of control nodes to the square root of the total number of cluster nodes listed in --hosts ( -s ).

For details, see Enable Large Cluster When Installing Vertica .

Default: default

--license { licensefile | CE} -L { licensefile | CE }
Silently and automatically deploys the license key to /opt/vertica/config/share . On multi-node installations, the —license option also applies the
license to all nodes declared by --hosts . To activate your license, combined this option with --accept-eula option. If you do not use the --accept-

eula option, you are asked to accept the EULA when you connect to your database. After you accept the EULA, your license is activated.

If specified with CE , this option automatically deploys the Community Edition license key, which is included in your download.

---no-system-configuration
Installer makes no changes to system properties. By default, the installer makes system configuration changes that meet server requirements.

If you use this option, the installer posts warnings or failures for configuration settings that do not meet requirements that it otherwise
configures automatically.
This option has no effect on creating or updating user accounts.



--parallel-no-prompts
Installs the server binary package (.rpm or .deb ) on the hosts in parallel without prompting for confirmation. This option reduces the
installation time, especially on large clusters. If omitted, the install script installs the package on one host at a time. .

This option requires that the installer use passwordless ssh to connect to the hosts. It has no effect if the installer is not using passwordless ssh.
--point-to-point -T

Configures spread to use direct point-to-point communication between all Vertica nodes. Use this option if nodes are not located on the same
subnet. Also use this option for all virtual environment installations, whether or not virtual servers are on the same subnet.

Up to 80 spread daemons are supported by point-to-point communication. You can exceed the 80-node limit by using large cluster mode,
which does not install a spread daemon on each node.
Do not combine this option with -- broadcast .

This option is automatically enabled by the --ipv6 option.

Important
When changing the configuration from --broadcast to --point-to-point , you must also specify --control-network .

--record-config filename -B filename
File name used with command line options to create a properties file that can be used with [--config-file](#record-config) . This option creates the
properties file and exits; it does not affect installation.

--remove-hosts hostlist -R hostlist

Comma-separated list of hosts to remove from an existing Vertica cluster. After removing the specified hosts, spread is reconfigured on the
cluster.

This option is useful for removing an obsolete or over-provisioned system.
If you use --point-to-point (-T ) to configure spread to use direct point-to-point communication within the existing cluster, you must also use it

when you remove a host; otherwise, the hosts automatically use UDP broadcast traffic, resulting in cluster communication problems that
prevents Vertica from running properly.

The update_vertica script (see Removing hosts from a cluster ) calls install_vertica to update the installation. You can use either script with this
option.

--spread-logging -w

Configures spread to output logging to /opt/vertica/log/spread_ hostname .log . This option does not apply to upgrades.

Note
Enable spread logging only if requested by Vertica technical support.

--ssh-identity file -i file
The root private-key file to use if passwordless ssh was already configured between the hosts. Before using this option, verify that normal SSH
works without a password . The file can be private key file—for example, id_rsa —or PEM file. Do not use with the --ssh-password ( -P ) option.

Vertica accepts the following:

e By providing an SSH private key which is not password protected. You cannot run the install_vertica script with the sudo command when
using this method.

e By providing a password-protected private key and using an SSH-Agent. Note that sudo typically resets environment variables when it is
invoked. Specifically, the SSH_AUTHSOCK variable required by the SSH-Agent may be reset. Therefore, configure your system to maintain
SSH_AUTHSOCK or invoke install_vertica using a method similar to the following:
sudo SSH_AUTHSOCK=$SSH_AUTHSOCK /opt/vertica/sbin/install_vertica ...

--ssh-password password -P password

The password to use by default for each cluster host. If you omit this option and also omit --ssh-identity ( -i ), then the script prompts for the
password as necessary and does not echo input.

Do not use this option together with --ssh-identity (-i).
Important
If you run the install_vertica script as root, specify the root password:



# /opt/vertica/sbin/install_vertica -P root-passwd

If you run the install_vertica script with the sudo command, specify the password of the user who runs install_vertica , not the root password. For

example if the dbadmin user runs install_vertica with sudo and has the password dbapasswd , then specify the password as dbapasswd :

$ sudo /opt/vertica/sbin/install_vertica -P dbapasswd

--temp-dir directory

Temporary directory used for administrative purposes. If it is a directory within /opt/vertica , then it is created by the installer. Otherwise, the

directory should already exist on all nodes in the cluster. The location should allow dbadmin write privileges.

Note

This is not a temporary data location for the database.

Default: /imp

Install Vertica silently

This section describes how to create a properties file that lets you install and deploy Vertica-based applications quickly and without much manual

intervention.

Note

The procedure assumes that you have already performed the tasks in Before you install Vertica .

Install the properties file:

1. Download and install the Vertica install package, as described in Download and install the Vertica server package .

2. Create the properties file that enables non-interactive setup by supplying the parameters you want Vertica to use. For example:
The following command assumes a multi-node setup:
# /opt/vertica/sbin/install_vertica --record-config file_name --license /tmp/license.txt --accept-eula \
# --dba-user-password password --ssh-password password --hosts host _list --rpm package _name

The following command assumes a single-node setup:
# /opt/vertica/sbin/install_vertica --record-config file_name --license /tmp/license.txt --accept-eula \
# --dba-user-password password

Option

--record-file
file_name

--license {
license_file |
CE}

--accept-eula

--dba-user-
password
password

Description

[Required] Accepts a file name, which when used in conjunction with command line options, creates a properties file that
can be used with the --config-file option during setup. This flag creates the properties file and exits; it has no impact on
installation.

Silently and automatically deploys the license key to /opt/vertica/config/share. On multi-node installations, the —license
option also applies the license to all nodes declared in the --hosts host list.

If specified with CE, automatically deploys the Community Edition license key, which is included in your download. You do
not need to specify a license file.

Silently accepts the EULA agreement during setup.

The password for the Database Superuser account; if not supplied, the script prompts for the password and does not echo
the input.




--ssh-password ~ The root password to use by default for each cluster host; if not supplied, the script prompts for the password if and when

password necessary and does not echo the input.
--hosts A comma-separated list of hostnames or IP addresses to include in the cluster; do not include space characters in the list.
host list

Examples:

--hosts host01,host02,host03
--hosts 192.168.233.101,192.168.233.102,192.168.233.103

The name of the RPM or Debian package that contained this script.

Example:

package_name

--rpm vertica-23.3.x.x86_64.RHEL6.rpm

This parameter is required on multi-node installations if the RPM or DEB package is not already installed on the other hosts.

See install_vertica options for the complete set of installation parameters.

Tip
Supply the parameters to the properties file once only. You can then install Vertica using just the --config-file parameter, as described below.

1. Use one of the following commands to run the installation script.

e |fyou are root:
/opt/vertica/sbin/install_vertica --config-file file_name

e [fyou are using sudo:
$ sudo /opt/vertica/sbin/install_vertica --config-file file_name

--config-file file_name accepts an existing properties file created by --record-config file_name . This properties file contains key/value parameters that
map to values in the install_vertica script, many with boolean arguments that default to false

The command for a single-node install might look like this:
# /opt/vertica/sbin/install_vertica --config-file /tmp/vertica-inst.prp

1. If you did not supply a --ssh-password password parameter to the properties file, you are prompted to provide the requested password to allow
installation of the RPM/DEB and system configuration of the other cluster nodes. If you are root, this is the root password. If you are using sudo,
this is the sudo user password. The password does not echo on the command line.

Note
If you are root on a single-node installation, you are not prompted for a password.

1. If you did not supply a --dba-user-password password parameter to the properties file, you are prompted to provide the database administrator

account password.
The installation script creates a new Linux user account (dbadmin by default) with the password that you provide.

1. Carefully examine any warnings produced by install_vertica and correct the problems if possible. For example, insufficient RAM, insufficient
Network throughput and too high readahead settings on file system could cause performance problems later on.

Note
You can redirect any warning outputs to a separate file, instead of having them display on the system. Use your platforms standard redirected

mechanisms. For example: install_vertica [options] > /tmp/file 1>&2 .

1. Optionally perform the following steps:



e |nstall the ODBC and JDBC driver .
e |nstall vsql Client Application on Non-Cluster Hosts .

1. Disconnect from the Administration Host as instructed by the script. This is required to:

e Set certain system parameters correctly.
e Function as the Vertica database administrator.

At this point, Linux root privileges are no longer needed. The database administrator can perform the remaining steps.
Note
When creating a new database, the database administrator might want to use different data or catalog locations than those created by the

installation script. In that case, a Linux administrator might need to create those directories and change their ownership to the database
administrator.

If you supplied the --license and --accept-eula parameters to the properties file, then proceed to Getting started and then see Configuring the database

Otherwise:

1. Login to the Database Superuser account on the administration host.
2. Accept the End User License Agreement and install the license key you downloaded previously as described in Install the License Key .
3. Proceed to Getting started and then see Configuring the database .

Notes

e Downgrade installations are not supported.
e The following is an example of the contents of the configuration properties file:

accept_eula = True

license_file = /tmpl/license.txt

record_to = file_name

root_password = password
vertica_dba_group = verticadba
vertica_dba_user = dbadmin
vertica_dba_user_password = password

Enable secure shell (SSH) logins

The administrative account must be able to use Secure Shell (SSH) to log in (ssh) to all hosts without specifying a password. The shell script
install_vertica does this automatically. This section describes how to do it manually if necessary.

1. If you do not already have SSH installed on all hosts, log in as root on each host and install it now. You can download a free version of the SSH
connectivity tools from OpenSSH .

2. Login to the Vertica administrator account (dbadmin in this example).

3. Make your home directory (~) writable only by yourself. Choose one of:
$ chmod 700 ~

or
$ chmod 755 ~

where:

700 includes 755 includes


http://www.openssh.com/

400 read by owner 400 read by owner
200 write by owner 200 write by owner
100 execute by owner 100 execute by owner
040 read by group
010 execute by group
004 read by anybody (other)

001 execute by anybody

4. Change to your home directory:
$cd~
1. Generate a private key/ public key pair:

$ ssh-keygen -t rsa

Generating public/private rsa key pair.

Enter file in which to save the key (/home/dbadmin/.ssh/id_rsa):
Created directory '/home/dbadmin/.ssh'.

Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /home/dbadmin/.ssh/id_rsa.
Your public key has been saved in /home/dbadmin/.ssh/id_rsa.pub.

1. Make your .ssh directory readable and writable only by yourself:

$ chmod 700 ~/.ssh

1. Change to the .ssh directory:

$ cd ~/.ssh

1. Copy the file id_rsa.pub onto the file authorized_keys?2 .

$ cp id_rsa.pub authorized_keys2

1. Make the files in your .ssh directory readable and writable only by yourself:

$ chmod 600 ~/.ssh/*

1. For each cluster host:

$ scp -r ~/.ssh <host>:.

1. Connect to each cluster host. The first time you ssh to a new remote machine, you could get a message similar to the following:
$ ssh dev0 Warning: Permanently added 'dev0,192.168.1.92' (RSA) to the list of known hosts.

This message appears only the first time you ssh to a particular remote host.

See also

® OpenSSH

After you install Vertica

The tasks described in this section are optional and are provided for your convenience. When you have completed this section, proceed to one of the
following:

® Getting started
e Configuring the database
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Install client drivers

After you install Vertica, install drivers on the client systems from which you plan to access your databases. Vertica supplies drivers for ADO.NET, JDBC,
ODBGC, OLE DB, Perl, and Python. For instructions on installing these drivers, see Client drivers .

Install the license key
If you did not supply the -L. parameter during setup, or if you did not bypass the -L. parameter for a silent install, the first time you log in as the
Database Superuser and run the Vertica Administration tools or Management Console, Vertica requires you to install a license key.

Follow the instructions in Managing licenses in the Administrator's Guide.

Create a database

To get started using Vertica immediately after installation, create a database. You can use either the Administration Tools or the Management
Console. To create a database using MC, refer to Creating a database using MC . For instructions on creating a database with admintools, see Creating
a database..

Install vsql client application on non-cluster hosts

You can use the Vertica vsqgl executable image on a non-cluster Linux host to connect to a Vertica database.

e On Red Hat, CentOS, and SUSE systems, you can install the client driver RPM, which includes the vsql executable. See Installing the vsqgl client for
details.

e |f the non-cluster host is running the same version of Linux as the cluster, copy the image file to the remote system. For example:
$ scp host01:/opt/vertica/bin/vsgl .$ ./vsql

e |f the non-cluster host is running a different distribution or version of Linux than your cluster hosts, you must install the Vertica server RPM in
order to get vsql:
1. Download the appropriate RPM package by browsing to Vertica website. On the Support tab, select Customer Downloads .
2. If the system you used to download the RPM is not the non-cluster host, transfer the file to the non-cluster host.
3. Log into the non-cluster host as root and install the RPM package using the command:
# rom -Uvh filename

Where filename is the package you downloaded. Note that you do not have to run the install_vertica script on the non-cluster host to use vsql.

Notes

® Use the same Command-line options that you would on a cluster host.
e You cannot run vsqgl on a Cygwin bash shell (Windows). Use ssh to connect to a cluster host, then run vsql.

vsql is also available for additional platforms. See Installing the vsgl client .

Upgrading Vertica
Upgrading your database with a new Vertica version includes the following steps:

1. Complete upgrade prerequisites

2. Upgrade Vertica
3. Perform post-upgrade tasks

You can upgrade your database from its current Vertica version to any higher version. Before upgrading, make sure that you have performed a full
database backup and have tested the new version in an environment that closely resembles your production database.

Tip

If you want to test out a new version of Vertica for an Eon Mode database without spinning up a new cluster, you can sandbox a secondary
subcluster and then upgrade the subcluster within the sandbox. By sandboxing the subcluster, you can try out the new version of Vertica stress-
free and continue to use your main cluster as usual. After confirming that the upgrade works and performs as expected, you can downgrade the
sandboxed subcluster, remove the sandbox, and proceed to upgrade the main cluster.

Be sure to read the Release Notes and New Features for the Vertica version to which you intend to upgrade. Documentation and release notes for the
current Vertica version are available in the RPM and at https://docs.vertica.com/latest , which also provides access to documentation for earlier

versions.

For guidance on upgrading from unsupported versions, contact Vertica Technical Support .

In this section


https://vertica.com/
https://docs.vertica.com/latest/en/
https://www.vertica.com/support

e Before you upgrade

e Upgrade Vertica
e After you upgrade

Before you upgrade

Before you upgrade the Vertica database, perform the following steps:

e Verify that you have enough RAM available to run the upgrade. The upgrade requires approximately three times the amount of memory your
database catalog uses.
You can calculate catalog memory usage on all nodes by querying system table RESOURCE_POOL_STATUS :
=> SELECT node_name, pool_name, memory_size_kb FROM resource_pool_status WHERE pool_name = 'metadata’;

e Perform a full database backup. This precautionary measure allows you to restore the current version if the upgrade is unsuccessful.

e Perform a backup of your grants .

e Verify platform requirements for the new version.

e Determine whether you are using any third-party user-defined extension libraries (UDxs). UDx libraries that are compiled (such as those
developed using C++ or Java) may need to be recompiled with a new version of the Vertica SDK libraries to be compatible with the new version of
Vertica. See UDx library compatibility with new server versions .

® Check catalog storage space.

e Note that any user or role with the same name as a predefined role is renamed to OLD_ n_name, where n is an integer that increments from zero
until the resulting name is unique and name is the previous name of the user or role.

e |fyou're upgrading from Vertica 9.2.x and have set the PasswordMinCharChange or PasswordMinLifeTime system-level security parameters , take
note of their current values. You will have to set these parameters again, this time at the PROFILE-level, to reproduce your configuration. To view
the current values for these parameters, run the following query:
=> SELECT parameter_name,current_value from CONFIGURATION_PARAMETERS

WHERE parameter_name IN ('PasswordMinCharChange', 'PasswordMinLifeTime');

After you complete these tasks, shut down the database gracefully .

In this section

e Verifying platform requirements

e Checking catalog storage space

e Verify license compliance for ORC and Parquet data
e Backing up and restoring grants

e Nonsequential FIPS database upgrades

Verifying platform requirements

The Vertica installer checks the target platform as it runs, and stops whenever it determines the platform fails to meet an installation requirement.
Before you update the server package on your systems, manually verify that your platform meets all hardware and software requirements (see
Platform and hardware requirements and recommendations ).

By default, the installer stops on all warnings. You can configure the level where the installer stops installation, through the installation parameter --
failure-threshold . If you set the failure threshold to FAIL , the installer ignores warnings and stops only on failures.

Caution

Changing the failure threshold lets you immediately upgrade and bring up the Vertica database. However, Vertica cannot fully optimize
performance until you correct all warnings.

Checking catalog storage space
Use the commands documented here to determine how much catalog space is available before upgrading. This helps you determine how much space
the updated catalog may take up.

Compare how much space the catalog currently uses against space that is available in the same directory:

1. Use the du command to determine how much space the catalog directory currently uses:
$ du -s -BG v_vmart_node0001_catalog
2G  v_vmart_node0001_catalog



2. Determine how much space is available in the same directory:
$ df -BG v_vmart_node0001_catalog
Filesystem 1G-blocks Used Available Use% Mounted on
/dev/sda2 48G 19G  26G 43%/

Verify license compliance for ORC and Parquet data

If you are upgrading from a version before 9.1.0 and:

e Your database has external tables based on ORC or Parquet files (whether stored locally on the Vertica cluster or on a Hadoop cluster)
e Your Vertica license has a raw data allowance

follow the steps in this topic before upgrading.

Background

Vertica licenses can include a raw data allowance. Since 2016, Vertica licenses have allowed you to use ORC and Parquet data in external tables. This
data has always counted against any raw data allowance in your license. Previously, the audit of data in ORC and Parquet format was handled
manually. Because this audit was not automated, the total amount of data in your native tables and external tables could exceed your licensed
allowance for some time before being spotted.

Starting in version 9.1.0, Vertica automatically audits ORC and Parquet data in external tables. This auditing begins soon after you install or upgrade to
version 9.1.0. If your Vertica license includes a raw data allowance and you have data in external tables based on Parquet or ORC files, review your
license compliance before upgrading to Vertica 9.1.x. Verifying your database is compliant with your license terms avoids having your database
become non-compliant soon after you upgrade.

Verifying your ORC and Parquet usage complies with your license terms

To verify your data usage is compliant with your license, run the following query as the database administrator:

SELECT (database_size_bytes + file_size_bytes) <= license_size_bytes
"license_compliant?"
FROM (SELECT database_size_bytes,
license_size_bytes FROM license_audits
WHERE audited_data='Total'
ORDER BY audit_end_timestamp DESC LIMIT 1) dbs,
(SELECT sum(total_file_size_bytes) file_size_bytes
FROM external_table_details
WHERE source_format IN (‘'ORC', 'PARQUET)) ets;

This query returns one of three values:

e |f you do not have any external data in ORC or Parquet format, the query returns 0 rows:
license_compliant?

In this case, you can proceed with your upgrade.

e |f you have data in external tables based on ORC or Parquet format, and that data does not cause your database to exceed your raw data
allowance, the query returns t:
license_compliant?

In this case, you can proceed with your upgrade.
e |f the data in your external tables based on ORC and Parquet causes your database to exceed your raw data allowance, the query returns f:
license_compliant?

In this case, resolve the compliance issue before you upgrade. See below for more information.

Resolving non-compliance



If query in the previous section indicates that your database is not in compliance with your license, you should resolve this issue before upgrading.
There are two ways you can bring your database into compliance:

e Contact Vertica to upgrade your license to a larger data size allowance. See Obtaining a license key file .

e Delete data (either from ORC and Parquet-based external tables or Vertica native tables) to bring your data size into compliance with your license.
You should always backup any data you are about to delete from Vertica. Dropping external tables is a less disruptive way to reduce the size of
your database, as the data is not lost—it is still in the files that your external table is based on.

Note
You can still choose to upgrade your database if it is not compliant. However, soon after you upgrade, you will begin getting warnings that your
database is out of compliance. See Managing license warnings and limits for more information.

Backing up and restoring grants

After an upgrade, if the prototypes of UDx libraries change, Vertica will drop the grants on those libraries since they aren't technically the same
function anymore. To resolve these types of issues, it's best practice to back up the grants on these libraries so you can restore them after the
upgrade.

1. Save the following SQL to a file named user_ddl.sql . It creates a view named user_ddl which contains the grants on all objects in the database.
CREATE OR REPLACE VIEW user_ddI AS
(
SELECT 0 as grant_order,
name principal_name,
'CREATE ROLE " || name || "™ || ;" AS sq,
'NONE' AS object_type,
'NONE' AS object_name
FROM v_internal.vs_roles vr
WHERE NOT vr.predefined_role -- Exclude system roles
AND Idapdn =" -- Limit to NON-LDAP created roles

)
UNION ALL

(
SELECT 1, -- CREATE USERs
user_name,
'CREATE USER " || user_name || " ||
DECODE(is_locked, TRUE, ' ACCOUNT LOCK', ") ||
DECODE(grace_period, 'undefined', ", ' GRACEPERIOD ™ || grace_period || ") ||
DECODE(idle_session_timeout, 'unlimited', ", ' IDLESESSIONTIMEOUT " || idle_session_timeout || ") ||
DECODE(max_connections, 'unlimited’, ", ' MAXCONNECTIONS ' || max_connections || ' ON ' || connection_limit_mode) ||
DECODE(memory_cap_kb, 'unlimited’, ", ' MEMORYCAP " || memory_cap_kb || 'K") ||
DECODE(profile_name, 'default’, ", ' PROFILE ' || profile_name) ||
DECODE(resource_pool, 'general’, ", ' RESOURCE POOL ' || resource_pool) ||
DECODE(run_time_cap, 'unlimited’, ", ' RUNTIMECAP " || run_time_cap || "") ||
DECODE(search_path, ", ", ' SEARCH_PATH ' || search_path) ||
DECODE(temp_space_cap_kb, 'unlimited', ", ' TEMPSPACECAP " || temp_space_cap_kb || 'K") || ';' AS sq,
'NONE' AS object_type,
'NONE' AS object_name
FROM v_catalog.users
WHERE NOT is_super_user -- Exclude database superuser
AND Idap_dn =" -- Limit to NON-LDAP created users

)
UNION ALL

(
SELECT 2, -- GRANTs

grantee,

'GRANT ' || REPLACE(TRIM(BOTH ' ' FROM words), ™', ") ||

CASE
WHEN object_type = 'RESOURCEPOOL' THEN ' ON RESOURCE POOL '
WHEN object_type = 'STORAGELOCATION' THEN ' ON LOCATION '
WHEN object_type = 'CLIENTAUTHENTICATION' THEN 'AUTHENTICATION '



WHEN object_type IN (DATABASE', 'LIBRARY', 'MODEL', 'SEQUENCE', 'SCHEMA'") THEN ' ON ' || object_type || '’
WHEN object_type = 'PROCEDURE' THEN (SELECT ' ON ' || CASE REPLACE(procedure_type, 'User Defined ', ")
WHEN 'Transform' THEN 'TRANSFORM FUNCTION '
WHEN 'Aggregate’ THEN 'AGGREGATE FUNCTION '
WHEN 'Analytic' THEN 'ANALYTIC FUNCTION '
ELSE UPPER(REPLACE(procedure_type, 'User Defined ', ")) || "
END
FROM vs_procedures
WHERE proc_oid = object_id)
WHEN object_type = 'ROLE' THEN "
ELSE'ON'
END ||
NVL2(object_schema, object_schema || ", ") || CASE WHEN object_type = 'STORAGELOCATION' THEN (SELECT " || location_path || " ON " ||
node_name FROM storage_locations WHERE location_id = object_id) ELSE object_ name END ||
CASE
WHEN object_type = 'PROCEDURE' THEN (SELECT CASE WHEN procedure_argument_types =" OR procedure_argument_types = 'Any' THEN
'()' ELSE '(' || procedure_argument_types || ) END
FROM vs_procedures
WHERE proc_oid = object_id)
ELSE "
END ||
'TO' || grantee ||
CASE WHEN INSTR(words, ™) > 0 THEN ' WITH GRANT OPTION' ELSE " END
I,
object_type,
object_name
FROM (SELECT grantee, object_type, object_schema, object_name, object_id,
v_txtindex.StringTokenizerDelim(DECODE (privileges_description, ", ',", privileges_description), ',')
OVER (PARTITION BY grantee, object_type, object_schema, object_name, object_id)
FROM v_catalog.grants) foo
ORDER BY CASE REPLACE(TRIM(BOTH ' ' FROM words), ™', ") WHEN 'USAGE' THEN 1 ELSE 2 END
)
UNION ALL

(

SELECT 3, -- Default ROLEs
user_name,
'ALTER USER " || user_name || "™ ||

DECODE(default_roles, ", ", ' DEFAULT ROLE ' || REPLACE(default_roles, ™, ")) || ';',
'NONE' AS object_type,
'NONE' AS object_name
FROM v_catalog.users
WHERE default_roles <> "

)
UNION ALL -- GRANTs WITH ADMIN OPTION

(
SELECT 4, user_name, 'GRANT ' || REPLACE(TRIM(BOTH "' FROM words), ™, ") || ' TO ' || user_name || ' WITH ADMIN OPTION},
'NONE' AS object_type ,
'NONE' AS object_name
FROM (SELECT user_name, v_txtindex.StringTokenizerDelim(DECODE(all_roles, ", ',', all_roles), ',') OVER (PARTITION BY user_name)
FROM v_catalog.users
WHERE all_roles <> ") foo
WHERE INSTR(words, *') > 0

)
UNION ALL

(
SELECT 5, 'public', '"ALTER SCHEMA ' || name || ' DEFAULT ' || CASE WHEN defaultinheritprivileges THEN 'INCLUDE PRIVILEGES; ELSE 'EXCLUDE
PRIVILEGES;' END, 'SCHEMA', name
FROM v _internal.vs_schemata
WHERE NOT issys -- Exclude system schemas

)
UNION ALL



(
SELECT 6, 'public', 'ALTER DATABASE ' || database_name || ' SET disableinheritedprivileges =" || current_value || ';',

'DATABASE', database_name
FROM v_internal.vs_configuration_parameters
CROSS JOIN v_catalog.databases
WHERE parameter_name = 'DisablelnheritedPrivileges'
)
UNION ALL -- TABLE PRIV INHERITENCE
(
SELECT 7, 'public', '"ALTER TABLE ' || table_schema || '." || table_name ||
CASE WHEN inheritprivileges THEN ' INCLUDE PRIVILEGES;' ELSE ' EXCLUDE PRIVILEGES; END,
'"TABLE' AS object_type,
table_schema || ." || table_name AS object_name
FROM v_internal.vs_tables
JOIN v_catalog.tables ON (table_id = oid)
)
UNION ALL -- VIEW PRIV INHERITENCE
(
SELECT 8, 'public', 'ALTER VIEW ' || table_schema || '." || table_name || CASE WHEN inherit_privileges THEN ' INCLUDE PRIVILEGES; ELSE "
EXCLUDE PRIVILEGES; ' END,
'"TABLE' AS object_type, table_schema || '." || table_name AS object_name
FROM v_catalog.views

)
UNION ALL

(
SELECT 9, owner_name, 'ALTER TABLE ' || table_schema || "." || table_name || ' OWNER TO ' || owner_name || '},
'"TABLE', table_schema || '." || table_name
FROM v_catalog.tables
)
UNION ALL
(
SELECT 10, owner_name, 'ALTER VIEW ' || table_schema || ." || table_name || ' OWNER TO ' || owner_name || ;', 'TABLE',
table_schema || " || table_name
FROM v_catalog.views

);

. From the Linux command line, run the script in the user_ddl.sql file:
$ vsql -f user_ddl.sql
CREATE VIEW

. Connect to Vertica using vsql.

. Export the content of the user_ddl's sql column ordered on the grant_order column to a file:
=>\o pre-upgrade.txt
=> SELECT sgl FROM user_ddl ORDER BY grant_order ASC;
=>\0

. Upgrade Vertica .

6. Select and save to a different file the view's SQL column with the same command.

=>\0 post-upgrade.ixt
=> SELECT sgl FROM user_ddl ORDER BY grant_order ASC;
=>\o

. Create a diff between pre-upgrade.ixt and post-upgrade.ixt . This collects the missing grants into grants-list.txt .
$ diff pre-upgrade.txt post-upgrade.txt > grants-list.txt

. To restore any missing grants, run the remaining grants in grants-list.txt , if any:

=> \i 'grants-list.txt'

Note
Attempting to restore grants to users with the ANY keyword triggers the following error:



ERROR 4856: Syntax error at or near "Any" at character

To avoid this error, use () instead of (ANY) as shown in the following example:

=> GRANT EXECUTE ON FUNCTION public.MapLookup() TO public;
GRANT PRIVILEGE

Nonsequential FIPS database upgrades

As of Vertica 10.1.1, FIPS support has been reinstated. Prior to this, the last version to support FIPS was Vertica 9.2.x. If you are upgrading from 9.2.x
and want to maintain your FIPS certification, you must first perform a direct upgrade from 9.2.x to 10.1.1 before performing further upgrades.

The following procedure performs a direct upgrade from Vertica 9.2.x running on RHEL 6.x to Vertica 10.1.1 on RHEL 8.1.

Important
If you have any questions or want additional guidance for performing this upgrade, contact Vertica Support .

1. Create a full backup of your Vertica 9.2.x database. This example uses the configuration file fullRestore.ini .
$ vbr --config-file=/tmp/fullRestore.ini -t init
$ vbr --config-file=/tmp/fullRestore.ini -t backup

[Transmission]
concurrency_backup = 1
port_rsync = 50000

encrypt = False
serviceAccessPass = rsyncpw
hardLinkLocal = False
checksum = False
total_bwlimit_restore = 0
serviceAccessUser = rsyncuser
total_bwlimit_backup = 0
concurrency_restore = 1

[Misc]

snapshotName = full_restore
restorePointLimit = 1
retryDelay = 1

objects =

retryCount = 0

tempDir = /tmp/vbr

[Mapping]

v_fips_db_node0001 = 198.51.100.0:/home/release/backup/
v_fips_db_node0002 = 198.51.100.1:/home/release/backup/
v_fips_db_node0003 = 198.51.100.2:/home/release/backup/

[Database]

dbPort = 5433
dbPromptForPassword = False
dbUser =

dbPassword =

dbName = fips_db

2. Shut down the database gracefully . Do not start the database until instructed.
3. Acquire a RHEL 8.1 cluster with one of the following methods:

1. Upgrade in place

2. Reimage your machines

3. Use a completely different RHEL 8.1 cluster
4. Enable FIPS on your RHEL 8.1 machines and reboot.
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$ fips-mode-setup --enable

Install Vertica 10.1.1 on the RHEL 8.1 cluster.
$ install_vertica --hosts node0001, node0002, node0003 \
--rpm /tmp/vertica-10.1.1-0/x86_64.RHEL8.rpm

If you acquired your RHEL 8.1 cluster by reimaging or using a different cluster, you must restore your database .
$ vbr -c /tmp/fullRestore.ini -t restore

If you encounter the following warning, you can safely ignore it.
Warning: Vertica versions do not match: v9.2.1-xx -> v10.1.1-xxxxxxxx. This operation may not be supported.

7. Start the Vertica 10.1.1 database to trigger the upgrade. This should be the first time you've started your database since shutting it down in step 2.

$ admintools -t start_db -d fips_db

Upgrade Vertica

Important
Before running the upgrade script, be sure to review the tasks described in Before you upgrade .

To upgrade your database to a new Vertica version, complete the following steps:

1.

Perform a full backup of your existing database. This precautionary measure lets you restore from the backup, if the upgrade is unsuccessful. If
the upgrade fails, you can reinstall the previous version of Vertica and restore your database to that version.

Use admintools to stop the database .

On each host where an additional package is installed, such as the R language pack , uninstall it. For example:

rpm -e vertica-R-lang

Important
If you omit this step and do not uninstall additional packages, the Vertica server package fails to install in the next step.

Make sure you are logged in as root or sudo and use one of the following commands to run the RPM package installer:
o If you are root and installing an RPM:
# rpm -Uvh pathname

o Ifyou are using sudo and installing an RPM:
$ sudo rpm -Uvh pathname

o If you are using Debian:
$ sudo dpkg -i pathname

5. On the same node on which you just installed the RPM, run update_vertica as root or sudo. This installs the RPM on all the hosts in the cluster. For

example:
o Red Hat or CentOS:
# /opt/vertica/sbin/update_vertica --rpm /home/dbadmin/vertica-23.3.x.x86_64.RHEL6.rpm --dba-user mydba

o Debian:
# /opt/vertica/sbin/update_vertica --deb /home/dbadmin/vertica-amd64.deb --dba-user mydba

Note
You can upgrade the Vertica server running on AWS instances created from a Vertica AMI. To upgrade the Vertica server on these AWS
instances, you need to add the --dba-user-password-disabled and --point-to-point arguments to the upgrade script.

The following requirements and restrictions apply:
o The DBADMIN user must be able to read the RPM or DEB file when upgrading. Some upgrade scripts are run as the DBADMIN user, and that
user must be able to read the RPM or DEB file.
o Use the same options that you used when you last installed or upgraded the database. You can find these options in
/opt/vertica/config/admintools.conf, on the install_opts line. For details on all options, see Install Vertica with the installation script .

Caution
If you omit any previous options, their default settings are restored. If you do so, or if you change any options, the upgrade script uses



the new settings to reconfigure the cluster. This can cause issues with the upgraded database.

o Omit the --hosts/-s host-list parameter. The upgrade script automatically identifies cluster hosts.
o If the root user is not in /etc/sudoers, an error appears. The installer reports this issue with S0311 . See the Sudoers Manual for more
information.
6. Start the database . The start-up scripts analyze the database and perform necessary data and catalog updates for the new version.
If Vertica issues a warning stating that one or more packages cannot be installed, run the admintools --force-reinstall option to force reinstallation
of the packages. For details, see Reinstalling packages .
When the upgrade completes, the database automatically restarts.

Note
Any user or role with the same name as a predefined role is renamed to OLD_ n_name , where n is an integer that increments from zero

until the resulting name is unique and name is the previous name of the user or role.

7. Manually restart any nodes that fail to start.
8. Perform another database backup.

Upgrade duration
Duration depends on average in-memory size of catalogs across all cluster nodes. For every 20GB, you can expect the upgrade to last between one
and two hours.

You can calculate catalog memory usage on all nodes by querying system table RESOURCE_POOL_STATUS :

=> SELECT node_name, pool_name, memory_size_kb FROM resource_pool_status WHERE pool_name = 'metadata’;

Post-upgrade tasks
After you complete the upgrade, review post-upgrade tasks in After you upgrade .

After you upgrade

After you finish upgrading the Vertica server package on your cluster, a number of tasks remain.

Required tasks
e |f you created projections in earlier releases with pre-aggregated data (for example, LAPs and TopK projections) and the projections were
partitioned with a GROUP BY clause, you must rebuild these projections .
e Verify on each node that the upgrade reduced database catalog memory usage .
e Verify your database retained the grants from before you upgraded. See Backing up and restoring grants for more information.
e Reinstall packages such as the R language pack that you uninstalled before upgrading. For each package, see its install/upgrade instructions.

Note
Vertica Place is automatically reinstalled with the Vertica server package.

e |f the upgrade was unable to install one or more packages, reinstall them with admintools .
e Upgrade the Management Console .
e |f your Vertica installation is integrated with Hadoop, upgrade the HCatalog connector .

Optional tasks

e |mport directed queries that you exported from the previous version. For details, see Batch query plan export and Exporting directed queries from
p q y p p

the catalog .
e |fyou're upgrading from Vertica 9.2.x and have set the PasswordMinCharChange or PasswordMinLifeTime system-level security parameters , set

them again at the PROFILE-|evel .

In this section
e Rebuilding partitioned projections with pre-aggregated data
e Verifying catalog memory consumption
e Reinstalling packages
e Writing bundle metadata to the catalog
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e Upgrading the streaming data scheduler utility

Rebuilding partitioned projections with pre-aggregated data

If you created projections in earlier (pre-10.0.x) releases with pre-aggregated data (for example, LAPs and TopK projections) and the anchor tables
were partitioned with a GROUP BY clause, their ROS containers are liable to be corrupted from various DML and ILM operations. In this case, you
must rebuild the projections:

1. Run the meta-function REFRESH on the database. If REFRESH detects problematic projections, it returns with failure messages. For example:
=> SELECT REFRESH();
REFRESH

Refresh completed with the following outcomes:
Projection Name: [Anchor Table] [Status] [ Refresh Method] [Error Count]

"public"."store_sales_udt_sum": [store_sales] [failed: Drop and recreate projection] [] [1]

"public"."product_sales_largest": [store_sales] [failed: Drop and recreate projection] [] [1]

"public"."store_sales_recent": [store_sales] [failed: Drop and recreate projection] [] [1]

(1 row)

Vertica also logs messages to vertica.log :

2020-07-07 11:28:41.618 Init Session:ox7fabbbfff700-a0000000000sbs [Txnl <INFO> Be in Txn: aoooo0000005b5 'Refresh: Evaluating which projection
to refresh’

2020-07-07 11:28:41.640 Init Session:ex7fabbbfff7oe-aocoooeeeeoosbs [Refresh] <INFO> Storage issues detected, unable to refresh projection
'store_sales_recent'. Drop and recreate this projection, then refresh.

2020-07-07 11:28:41.641 Init Session:Ox7fabbbfff700-acoooeooooosbs [Refresh] <INFO> Storage issues detected, unable to refresh projection
'product_sales_largest'. Drop and recreate this projection, then refresh.

2020-07-07 11:28:41.641 Init Session:Ox7fabbbfff700-aeoeeeaeeeosbs [Refresh] <INFO> Storage issues detected, unable to refresh projection
'store_sales_udt_sum'. Drop and recreate this projection, then refresh.

2. Export the DDL of these projections with EXPORT_OBJECTS or EXPORT_TABLES.
3. Drop the projections, then recreate them as defined in the exported DDL.
4. Run REFRESH. Vertica rebuilds the projections with new storage containers.

Verifying catalog memory consumption

Vertica versions = 9.2 significantly reduce how much memory database catalogs consume. After you upgrade, check catalog memory consumption on
each node to verify that the upgrade refactored catalogs correctly. If memory consumption for a given catalog is as large as or larger than it was in the
earlier database, restart the host node.

Known issues

Certain operations might significantly inflate catalog memory consumption. For example:

e You created a backup on a 9.1.1 database and restored objects from the backup to a new database of version = 9.2.
® You replicated objects from a 9.1.1 database to a database of version = 9.2.

To refactor database catalogs and reduce their memory footprint, restart the database.

Reinstalling packages

In most cases, Vertica automatically reinstalls all default packages when you restart your database for the first time after running the upgrade script.
Occasionally, however, one or more packages might fail to reinstall correctly.

To verify that Vertica succeeded in reinstalling all packages:

1. Restart the database after upgrading.
2. Enter a correct password.

If any packages failed to reinstall, Vertica issues a message that specifies the uninstalled packages. In this case, run the admintools command
install_package with the option --force-reinstall :

$ admintools -t install_package -d db-name -p password -P pkg-spec --force-reinstall

Options



Option Function

-d db-name Database name

--dbname= * db-name

-p password Database administrator password
--password= pword

-P pkg Specifies which packages to install, where pkg is one of the following:

--package= pkg-spec
e The name of a package—for example, flextable

e all: All available packages
e default : All default packages that are currently installed

--force-reinstall Force installation of a package even if it is already installed.

Examples

Force reinstallation of default packages:

$ admintools -t install_package -d VMart -p 'password' -P default --force-reinstall
Force reinstallation of one package, flextable :

$ admintools -t install_package -d VMart -p '‘password' -P flextable --force-reinstall

Writing bundle metadata to the catalog

Vertica internally stores physical table data in bundles together with metadata on the bundle contents. The query optimizer uses bundle metadata to
look up and fetch the data it needs for a given query.

Vertica stores bundle metadata in the database catalog. This is especially beneficial in Eon mode: instead of fetching this metadata from remote (S3)
storage, the optimizer can find it in the local catalog. This minimizes S3 reads, and facilitates faster query planning and overall execution.

Vertica writes bundle metadata to the catalog on two events:

e Any DML operation that changes table content, such as INSERT , UPDATE , or COPY . Vertica writes bundle metadata to the catalog on the new or
changed table data. DML operations have no effect on bundle metadata for existing table data.

e |nvocations of function UPDATE_STORAGE_CATALOG , as an argument to Vertica meta-function DO_TM_TASK, on existing data. You can
narrow the scope of the catalog update operation to a specific projection or table. If no scope is specified, the operation is applied to the entire
database.

Important
After upgrading to any Vertica version = 9.2.1, you only need to call UPDATE_STORAGE_CATALOG once on existing data. Bundle metadata on all

new or updated data is always written automatically to the catalog.

For example, the following DO_TM_TASK call writes bundle metadata on all projections in table store.store_sales_fact :

=> SELECT DO_TM_TASK ('update_storage_catalog', 'store.store_sales_fact');
do_tm_task

Task: update_storage_catalog

(Table: store.store_sales_fact) (Projection: store.store_sales_fact_b0)
(Table: store.store_sales_fact) (Projection: store.store_sales_fact_b1)
(1 row)

Validating bundle metadata
You can query system table STORAGE_BUNDLE_INFO_STATISTICS to determine which projections have invalid bundle metadata in the database
catalog. For example, results from the following query show that the database catalog has invalid metadata for projections inventory fact b0 and

inventory_fact_b1 :



=> SELECT node_name, projection_name, total_ros_count, ros_without_bundle_info_count
FROM v_monitor.storage_bundle_info_statistics where ros_without_bundle_info_count > 0
ORDER BY projection_name, node_name;
node_name | projection_name | total_ros_count | ros_without_bundle_info_count

s s '
+ + +

v_vmart_node0001 | inventory_fact_bO | 1] 1
v_vmart_node0002 | inventory_fact_bO0 | 1] 1
v_vmart_node0003 | inventory_fact b0 | 1] 1
v_vmart_node0001 | inventory_fact_b1 | 1] 1
v_vmart_node0002 | inventory_fact b1 | 1] 1
v_vmart_node0003 | inventory_fact b1 | 1] 1
(6 rows)

Best practices

Updating the database catalog with UPDATE_STORAGE_CATALOG is recommended only for Eon users. Enterprise users are unlikely to see
measurable performance improvements from this update.

Calls to UPDATE_STORAGE_CATALOG can incur considerable overhead, as the update process typically requires numerous and expensive S3 reads.
Vertica advises against running this operation on the entire database. Instead, consider an incremental approach:

e Call UPDATE _STORAGE_CATALOG on a single large fact table. You can use performance metrics to estimate how much time updating other files

will require.
¢ |dentify which tables are subject to frequent queries and prioritize catalog updates accordingly.

Upgrading the streaming data scheduler utility

If you have integrated Vertica with a streaming data application, such as Apache Kafka, you must update the streaming data scheduler utility after you
update Vertica.

From a command prompt, enter the following command:
/opt/vertica/packages/kafka/bin/vkconfig scheduler --upgrade --upgrade-to-schema schema_name
Running the upgrade task more than once has no effect.

For more information on the Scheduler utility, refer to Scheduler tool options .

Uninstall Vertica

To uninstall Vertica, perform the following steps for each host in the cluster:

1. Choose a host machine and log in as root (or log in as another user and switch to root).
$ su - root
password: root-password

2. Find the name of the package that is installed:
RPM:
# rpm -ga | grep vertica

DEB:
# dpkg -1 | grep vertica

3. Remove the package:
RPM:
# rpm -e package

DEB:
# dpkg -r package

Note
If you want to delete the configuration file used with your installation, you can choose to delete the /opt/vertica/ directory and all subdirectories
using this command: # rm -rf /opt/vertica/



Perform the following steps for each client system:

1. Delete the JDBC driver jar file.

2. Delete ODBC driver data source names.

3. Delete the ODBC driver software:
1. In Windows, go to Start > Control Panel > Add or Remove Programs .
2. Locate Vertica.
3. Click Remove .

Eon Mode

You can operate your Vertica database in Eon Mode instead of in Enterprise Mode. The two modes differ primarily in how they store data:

e Eon Mode databases use communal storage for their data.
e Enterprise Mode databases store data locally in the file system of nodes that make up the database.

These different storage methods lead to a number of important differences between the two modes. In Enterprise Mode, each database node stores a
portion of the data and performs a portion of the computation. In Eon Mode, computational processes are separated from a communal (shared)
storage layer, which enables rapid scaling of computational resources as demand changes.

For more on how these two modes compare, see Architecture .

In this section

e (Create a database in Eon Mode

e Configuring your Vertica cluster for Eon Mode
e Migrating an enterprise database to Eon Mode
e Managing subclusters

® Depot management

® Scaling your Eon Mode database

e Subcluster sandboxing

e | ocal caching of storage containers

e Managing an Eon Mode database in MC

e Stopping and starting an Eon Mode cluster

® Terminating an Eon Mode database cluster

e Reviving an Eon Mode database cluster

e Synchronizing metadata

Create a database in Eon Mode

Create an Eon Mode database in a cloud environment

The easiest way to create an Eon Mode database in the cloud is to use the MC. The MC can create your database and provision the nodes to run the
database at the same time. For specific instructions for your cloud environment, see:

e Amazon Web Services (AWS): Amazon Web Services in MC
e Google Cloud Platform (GCP): Google Cloud Platform in MC
e Microsoft Azure: Microsoft Azure in MC

On AWS and Azure, you can also create an Eon Mode database using admintools. For specific instructions for your cloud environment, see:

e AWS: Create an Eon Mode Database
e Azure: Manually create an Eon Mode database on Azure

Create an on-premises Eon Mode database

If you have an on-premises install, you can create an Eon Mode database using admintools. See Eon on-premises storage for a list of object stores
that Vertica supports for communal storage. The following topics detail installation instructions for each on-premises communal storage option:

e (Create an Eon Mode database on-premises with FlashBlade
e Create an Eon Mode database on-premises with MinlO
e Create an Eon Mode database on-premises with HDFS

In this section
e Create an Eon Mode database on-premises with FlashBlade

e Create an Eon Mode database on-premises with HDFS




e Create an Eon Mode database on-premises with MinlO
e Manually create an Eon Mode database on Azure

Create an Eon Mode database on-premises with FlashBlade

You have two options on how to create an Eon Mode database on premises with Pure Storage FlashBlade as your S3-compatible communal storage:

e Using the admintools Command Line: Use the Vertica admintools command line, and complete all the steps in this topic.
e Using Management Console : Execute the steps in Creating an Eon Mode database on premises with FlashBlade in MC .

Step 1: create a bucket and credentials on the Pure Storage FlashBlade

To use a Pure Storage FlashBlade appliance as a communal storage location for an Eon Mode database you must have:

e The IP address of the FlashBlade appliance. You must also have the connection port number if your FlashBlade is not using the standard port 80
or 443 to access the bucket. All of the nodes in your Vertica cluster must be able to access this IP address. Make sure any firewalls between the
FlashBlade appliance and the nodes are configured to allow access.

e The name of the bucket on the FlashBlade to use for communal storage.

e An access key and secret key for a user account that has read and write access to the bucket.

See the Pure Storage support site for instructions on how to create the bucket and the access keys needed for a communal storage location.

Step 2: install Vertica on your cluster

To install Vertica:

1. Ensure your nodes are configured properly by reviewing all of the content in the Before you install Vertica section.
2. Use the install_vertica script to verify that your nodes are correctly configured and to install the Vertica binaries on all of your nodes. Follow the

steps under Install Vertica using the command line to install Vertica.

Note
These installation steps are the same ones you follow to install Vertica in Enterprise Mode. The difference between Eon Mode and Enterprise
Mode on-premises databases is how you create the database, not how you install the Vertica software.

Step 3: create an authorization file

Before you create your Eon Mode on-premises database, you must create an authorization file that admintools will use to authenticate with the
FlashBlade storage.

1. On the Vertica node where you will run admintools to create your database, use a text editor to create a file. You can name this file anything you
wish. In these steps, it is named auth_params.conf . The location of this file isn't important, as long as it is readable by the Linux user you use to

create the database (usually, dbadmin).

Important

The auth_params.conf file contains the secret key to access the bucket containing your Eon Mode database's data. This information is sensitive,
and can be used to access the raw data in your database. Be sure this file is not readable by unauthorized users. After you have created your
database, you can delete this file.

2. Add the following lines to the file:
awsauth = FlasbBlade Access Key.FlashBlade Secret Key
awsendpoint = FlashBladelp:FlashBladePort

Note
You do not need to supply a port number in the awsendpoint setting if you are using the default port for the connection between Vertica and

the FlashBlade (80 for an unencrypted connection or 443 for an encrypted connection).

3. If you are not using TLS encryption for the connection between Vertica and the FlashBlade, add the following line to the file:
awsenablehttps = 0

4, Save the file and exit the editor.

This example auth_params.conf file is for an unencrypted connection between the Vertica cluster and a FlashBlade appliance at IP address 10.10.20.30
using the standard port 80.
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awsauth = PIWHSNDGSHVRPIQ:339068001+e904816E02E5fe9103f8MQOEAEHFFVPKBAAL
awsendpoint = 10.10.20.30
awsenablehttps = 0

Step 4: choose a depot path on all nodes

Choose or create a directory on each node for the depot storage path. The directory you supply for the depot storage path parameter must:

e Have the same path on all nodes in the cluster (i.e. /home/dbadmin/depot ).

e Be readable and writable by the dbadmin user.
e Have sufficient storage. By default, Vertica uses 60% of the filesystem space containing the directory for depot storage. You can limit the size of
the depot by using the --depot-size argument in the create_db command. See Configuring your Vertica cluster for Eon Mode for guidelines on

choosing a size for your depot.

The admintools create_db tool will attempt to create the depot path for you if it doesn't exist.

Step 5: create the Eon on-premises database

Use the admintools create_db tool to create the database. You must pass this tool the following arguments:

Argument

--communal-
storage-
location

--depot-path

--shard-count

Description

The path to the auth_params.conf file.

The S3 URL for the bucket on the FlashBlade appliance (usually, this is s3:// bucketname ).

The absolute path to store the depot on the nodes in the cluster.

The number of shards for the database. This is an integer number that is usually either a multiple of the number of nodes in
your cluster, or an even divider. See Planning for Scaling Your Cluster for more information.

A comma-separated list of the nodes in your database.

The name for your database.

Some common optional arguments include:

Argument

--depot-
size

Description
The absolute path to the Vertica license file to apply to the new database.
The password for the new database.

The maximum size for the depot. Defaults to 60% of the filesystem containing the depot path.
You can specify the size in two ways:

e integer % : Percentage of filesystem's disk space to allocate.
e nteger {K|M|G|T} : Amount of disk space to allocate for the depot in kilobytes, megabytes, gigabytes, or terabytes.

However you specify this value, the depot size cannot be more than 80 percent of disk space of the file system where the depot is
stored.

To view all arguments for the create_db tool, run the command:

admintools -t create_db --help

The following example demonstrates creating a three-node database named verticadb, specifying the depot will be stored in the home directory of
the dbadmin user.



$ admintools -t create_db -x auth_params.conf \
--communal-storage-location=s3://verticadbbucket \
--depot-path=/home/dbadmin/depot --shard-count=6 \
-s vnode01,vnode02,vnode03 -d verticadb -p "YourPasswordHere'

Step 6: disable streaming limitations

After creating the database, disable the AWSStreamingConnectionPercentage configuration parameter. This setting is unnecessary for an Eon Mode
on-premises install with communal storage on FlashBlade or MinlO. This configuration parameter controls the number of connections to the object
store that Vertica uses for streaming reads. In a cloud environment, this setting helps avoid having streaming data from the object store use up all of
the available file handles. It leaves some file handles available for other object store operations. Due to the low latency of on-premises object stores,
this option is unnecessary. Set it to 0 to disable it.

The following example shows how to disable this parameter using ALTER DATABASE...SET PARAMETER :

=> ALTER DATABASE DEFAULT SET PARAMETER AWSStreamingConnectionPercentage = 0;
ALTER DATABASE

Deciding whether to disable the depot

The FlashBlade object store's performance is fast enough that you may consider disabling the depot in your Vertica database. If you disable the depot,
you can get by with less local storage on your nodes. However, there is always a performance impact of disabling the depot. The exact impact
depends mainly on the types of workloads you run on your database. The performance impact can range from a 30% to 4000% decrease in query
performance. Only consider disabling the depot if you will see a significant benefit from reducing the storage requirements of your nodes. Before
disabling the depot on a production database, always run a proof of concept test that executes the same workloads as your production database.

To disable the depot, set the UseDepotForReads configuration parameter to 0. The following example demonstrates disabling this parameter using
ALTER DATABASE...SET PARAMETER :

=> ALTER DATABASE DEFAULT SET PARAMETER UseDepotForReads = 0;
ALTER DATABASE

Create an Eon Mode database on-premises with HDFS
Step 1: satisfy HDFS environment prerequisites

To use HDFS as a communal storage location for an Eon Mode database you must:

e Run the WebHDFS service.

e |f using Kerberos, create a Kerberos principal for the Vertica (system) user as described in Kerberos authentication , and grant it read and write
access to the location in HDFS where you will place your communal storage. Vertica always uses this system principal to access communal storage.

e |f using High Availability Name Node or swebhdfs, distribute the HDFS configuration files to all Vertica nodes as described in Configuring HDFS
access . This step is necessary even though you do not use the hdfs scheme for communal storage.

e |f using swebhdfs (wire encryption) instead of webhdfs, configure the HDFS cluster with certificates trusted by the Vertica hosts and set
dfs.encrypt.data.transfer in hdfs-site.xml.

e Vertica has no additional requirements for encryption at rest. Consult the documentation for your Hadoop distribution for information on how to
configure encryption at rest for WebHDFS.

Note

Hadoop currently does not support IPv6 network addresses. Your cluster must use IPv4 addresses to access HDFS. If you choose to use IPv6
network addresses for the hosts in your database cluster, make sure they can access IPv4 addresses. One way to enable this access is to assign
your Vertica hosts an IPv4 address in addition to an IPv6 address.

Step 2: install Vertica on your cluster

To install Vertica:

1. Ensure your nodes are configured properly by reviewing all of the content in the Before you install Vertica section.
2. Use the install_vertica script to verify that your nodes are correctly configured and to install the Vertica binaries on all of your nodes. Follow the

steps under Install Vertica using the command line to install Vertica.

Note
These installation steps are the same ones you follow to install Vertica in Enterprise Mode. The difference between Eon Mode and Enterprise
Mode on-premises databases is how you create the database, not how you install the Vertica software.



Step 3: create a bootstrapping file

Before you create your Eon Mode on-premises database, you must create a bootstrapping file to specify parameters that are required for database
creation. This step applies if you are using Kerberos, High Availability Name Node, or TLS (wire encryption).

1. On the Vertica node where you will run admintools to create your database, use a text editor to create a file. You can name this file anything you
wish. In these steps, it is named bootstrap_params.conf . The location of this file isn't important, as long as it is readable by the Linux user you use
to create the database (usually, dbadmin).

2. Add the following lines to the file. HadoopConfDir is typically set to /etc/hadoop/conf ; KerberosServiceName is usually set to vertica .
HadoopConfDir = config-path
KerberosServiceName = principal-name
KerberosRealm = realm-name
KerberosKeytabFile = keytab-path

If you are not using HA Name Node, for example in a test environment, you can omit HadoopConfDir and use an explicit Name Node host and
port when specifying the location of the communal storage.
3. Save the file and exit the editor.

Step 4: choose a depot path on all nodes

Choose or create a directory on each node for the depot storage path. The directory you supply for the depot storage path parameter must:

e Have the same path on all nodes in the cluster (i.e. /home/dbadmin/depot ).

e Be readable and writable by the dbadmin user.

e Have sufficient storage. By default, Vertica uses 60% of the filesystem space containing the directory for depot storage. You can limit the size of
the depot by using the --depot-size argument in the create_db command. See Configuring your Vertica cluster for Eon Mode for guidelines on

choosing a size for your depot.
The admintools create_db tool will attempt to create the depot path for you if it doesn't exist.

Step 5: create the Eon on-premises database

Use the admintools create_db tool to create the database. You must pass this tool the following arguments:

Argument Description

-X The path to the bootstrap configuration file ( bootstrap_params.conf in the examples in this section).

--communal- The webhdfs or swebhdfs URL for the HDFS location. You cannot use the hdfs scheme.

storage-

location

--depot-path The absolute path to store the depot on the nodes in the cluster.

--shard-count The number of shards for the database. This is an integer number that is usually either a multiple of the number of nodes in

your cluster, or an even divider. See Planning for Scaling Your Cluster for more information.

-s A comma-separated list of the nodes in your database.

-d The name for your database.

Some common optional arguments include:

Argument Description

-l The absolute path to the Vertica license file to apply to the new database.

-p The password for the new database.



--depot- The maximum size for the depot. Defaults to 60% of the filesystem containing the depot path.
size ) o
You can specify the size in two ways:
e integer % : Percentage of filesystem's disk space to allocate.
e integer {K|M|G|T} : Amount of disk space to allocate for the depot in kilobytes, megabytes, gigabytes, or terabytes.

However you specify this value, the depot size cannot be more than 80 percent of disk space of the file system where the depot is
stored.

To view all arguments for the create_db tool, run the command:

admintools -t create_db --help

The following example demonstrates creating a three-node database named verticadb, specifying the depot will be stored in the home directory of
the dbadmin user.

$ admintools -t create_db -x bootstrap_params.conf \
--communal-storage-location=webhdfs://mycluster/verticadb \
--depot-path=/home/dbadmin/depot --shard-count=6\
-s vnode01,vnode02,vnode03 -d verticadb -p 'YourPasswordHere'

If you are not using HA Name Node, for example in a test environment, you can use an explicit Name Node host and port for --communal-storage-
location as in the following example.

$ admintools -t create_db -x bootstrap_params.conf \
--communal-storage-location=webhdfs://namenode.hadoop.example.com:50070/verticadb \
--depot-path=/home/dbadmin/depot --shard-count=6 \
-s vnode01,vnode02,vnode03 -d verticadb -p 'YourPasswordHere'

Create an Eon Mode database on-premises with MinlO
Step 1: create a bucket and credentials on MinlO

To use MinlO as a communal storage location for an Eon Mode database, you must have:

e The IP address and port number of the MinlO cluster. MinlO's default port number is 9000. A Vertica database running in Eon Mode defaults to
using port 80 for unencrypted connections and port 443 for TLS encrypted connection. All of the nodes in your Vertica cluster must be able to
access the MinlO cluster's IP address. Make sure any firewalls between the MinlO cluster and the nodes are configured to allow access.

e The name of the bucket on the MinlO cluster to use for communal storage.

e An access key and secret key for a user account that has read and write access to the bucket.

See the MinlO documentation for instructions on how to create the bucket and the access keys needed for a communal storage location.

Step 2: install Vertica on your cluster

To install Vertica:

1. Ensure your nodes are configured properly by reviewing all of the content in the Before you install Vertica section.
2. Use the install_vertica script to verify that your nodes are correctly configured and to install the Vertica binaries on all of your nodes. Follow the
steps under Install Vertica using the command line to install Vertica.

Note
These installation steps are the same ones you follow to install Vertica in Enterprise Mode. The difference between Eon Mode and Enterprise
Mode on-premises databases is how you create the database, not how you install the Vertica software.

Step 3: create an authorization file

Before you create your Eon Mode on-premises database, you must create an authorization file that admintools will use to authenticate with the MinlO
storage cluster.


https://docs.min.io/

1. On the Vertica node where you will run admintools to create your database, use a text editor to create a file. You can name this file anything you
wish. In these steps, it is named auth_params.conf . The location of this file isn't important, as long as it is readable by the Linux user you use to

create the database (usually, dbadmin).

Important

The auth_params.conf file contains the secret key to access the bucket containing your Eon Mode database's data. This information is sensitive,

and can be used to access the raw data in your database. Be sure this file is not readable by unauthorized users. After you have created your
database, you can delete this file.

2. Add the following lines to the file:
awsauth = MinlO_Access_Key:MinlO_Secret_Key
awsendpoint = MinlOlp:MinlOPort

Note

You do not need to supply a port number in the awsendpoint setting if you configured your MinlO cluster to use the default HTTP ports (80 for

an unencrypted connection or 443 for an encrypted connection). MinlO uses port 9000 by default.

3. If you are not using TLS encryption for the connection between Vertica and MinlO, add the following line to the file:
awsenablehttps = 0

4. Save the file and exit the editor.

This example auth_params.conf file is for an unencrypted connection between the Vertica cluster and a MinlO cluster at IP address 10.20.30.40 using
port 9000 (which is the default for MinlO).

awsauth = PIWHSNDGSHVRPIQ:339068001+e904816E02E5fe9103f8MQOEAEHFFVPKBAAL
awsendpoint = 10.20.30.40:9000

awsenablehttps = 0

Step 4: choose a depot path on all nodes

Choose or create a directory on each node for the depot storage path. The directory you supply for the depot storage path parameter must:

e Have the same path on all nodes in the cluster (i.e. /home/dbadmin/depot ).

e Be readable and writable by the dbadmin user.
e Have sufficient storage. By default, Vertica uses 60% of the filesystem space containing the directory for depot storage. You can limit the size of
the depot by using the --depot-size argument in the create_db command. See Configuring your Vertica cluster for Eon Mode for guidelines on

choosing a size for your depot.

The admintools create_db tool will attempt to create the depot path for you if it doesn't exist.

Step 5: create the Eon on-premises database

Use the admintools create_db tool to create the database. You must pass this tool the following arguments:

Argument

--communal-
storage-
location

--depot-path

--shard-count

Description
The path to the auth_params.conf file.

The S3 URL for the bucket on the MinlO cluster (usually, this is s3:// bucketname ).

The absolute path to store the depot on the nodes in the cluster.

The number of shards for the database. This is an integer number that is usually either a multiple of the number of nodes in
your cluster, or an even divider. See Planning for Scaling Your Cluster for more information.

A comma-separated list of the nodes in your database.

The name for your database.



Some common optional arguments include:

Argument Description

-l The absolute path to the Vertica license file to apply to the new database.

-p The password for the new database.
--depot- The maximum size for the depot. Defaults to 60% of the filesystem containing the depot path.
size

You can specify the size in two ways:

e integer % : Percentage of filesystem's disk space to allocate.
e integer {K|M|G|T} : Amount of disk space to allocate for the depot in kilobytes, megabytes, gigabytes, or terabytes.

However you specify this value, the depot size cannot be more than 80 percent of disk space of the file system where the depot is
stored.

To view all arguments for the create_db tool, run the command:

admintools -t create_db --help

The following example demonstrates creating a three-node database named verticadb, specifying the depot will be stored in the home directory of
the dbadmin user.

$ admintools -t create_db -x auth_params.conf \
--communal-storage-location=s3://verticadbbucket \
--depot-path=/home/dbadmin/depot --shard-count=6 \
-s vnode01,vnode02,vnode03 -d verticadb -p 'YourPasswordHere'

Step 6: disable streaming limitations

After creating the database, disable the AWSStreamingConnectionPercentage configuration parameter. This setting is unnecessary for an Eon Mode
on-premises install with communal storage on FlashBlade or MinlO. This configuration parameter controls the number of connections to the object
store that Vertica uses for streaming reads. In a cloud environment, this setting helps avoid having streaming data from the object store use up all of
the available file handles. It leaves some file handles available for other object store operations. Due to the low latency of on-premises object stores,
this option is unnecessary. Set it to 0 to disable it.

The following example shows how to disable this parameter using ALTER DATABASE...SET PARAMETER :

=> ALTER DATABASE DEFAULT SET PARAMETER AWSStreamingConnectionPercentage = 0;
ALTER DATABASE

Manually create an Eon Mode database on Azure

Once you have met the cluster and storage requirements for using an Eon Mode database on Azure, you are ready to create an Eon Mode database.
Use the admintools create_db tool to create your Eon Mode database.

Creating an authentication file

If your database will use a managed identity to authenticate with the Azure storage container, you do not need to supply any additional configuration
information to the create db tool.

If your database will not use a managed identity, you must supply create_db with authentication information in a configuration file. It must contain at
least the AzureStorageCredentials parameter that defines one or more account names and keys Vertica will use to access blob storage. It can also
contain an AzureStorageEnpointConfig parameter that defines an alternate endpoint to use instead of the the default Azure host name. This option is
useful if you are creating a test environment using an Azure storage emulator such as Azurite.

Important
Vertica does not officially support Azure storage emulators as a communal storage location.

The following table defines the values that can be set in these two parameters.

AzureStorageCredentials
Collection of JSON objects, each of which specifies connection credentials for one endpoint. This parameter takes precedence over Azure



managed identities.

The collection must contain at least one object and may contain more. Each object must specify at least one of accountName or blobEndpoint,
and at least one of accountKey or sharedAccessSignature .

e accountName : If not specified, uses the label of blobEndpoint .

e blobEndpoint : Host name with optional port ( host:port ). If not specified, uses account .blob.core.windows.net .

e accountKey : Access key for the account or endpoint.

e sharedAccessSignature : Access token for finer-grained access control, if being used by the Azure endpoint.

AzureStorageEndpointConfig
Collection of JSON objects, each of which specifies configuration elements for one endpoint. Each object must specify at least one of
accountName or blobEndpoint .
e accountName : If not specified, uses the label of blobEndpoint .
e blobEndpoint : Host name with optional port ( host:port ). If not specified, uses account .blob.core.windows.net .
e protocol : HTTPS (default) or HTTP.
e isMultiAccountEndpoint : true if the endpoint supports multiple accounts, false otherwise (default is false). To use multiple-account access,
you must include the account name in the URL. If a URI path contains an account, this value is assumed to be true unless explicitly set to
false.

The authentication configuration file is a text file containing the configuration parameter names and their values. The values are in a JSON format. The
name of this file is not important. The following examples use the file name auth_params.conf .

The following example is a configuration file for a storage account hosted on Azure. The storage account name is mystore, and the key value is a
placeholder. In your own configuration file, you must provide the storage account's access key. You can find this value by right-clicking the storage
account in the Azure Storage Explorer and selecting Copy Primary Key .

AzureStorageCredentials=[{"accountName": "mystore", "accountKey": "access-key"}]

The following example shows a configuration file that defines an account for a storage container hosted on the local system using the Azurite storage
system. The user account and key are the "well-known" account provided by Azurite by default. Because this configuration uses an alternate storage
endpoint, it also defines the AzureStorageEndpointConfig parameter. In addition to reiterating the account name and endpoint definition, this
example sets the protocol to the non-encrypted HTTP.

Important
This example wraps the contents of the JSON values for clarity. In an actual configuration file, you cannot wrap these values . They must be on a
single line.

AzureStorageCredentials=[{"accountName": "devstoreaccount1", "blobEndpoint": "127.0.0.1:10000 ",
"accountKey":
"Eby8vdM02xNOcqFlgUwJPLIMEICDXJ10UzFT50uSRZ6IFsuFg2UVErCz416tq/K1SZFPTOtr/KBHBeksoGMGw=="

1l

AzureStorageEndpointConfig=[{"accountName": "devstoreaccount1”,
"blobEndpoint": "127.0.0.1:10000", "protocol": "http"}]

Creating the Eon Mode database

Use the admintools create_db tool to create your Eon Mode database. The required arguments you pass to this tool are:

Argument Description

- The URI for the storage container Vertica will use for communal storage. This URI must use the azb:// schema. See Azure Blob Storage

communal-  object store for the format of this URI.
storage-
location

-X The path to the file containing the authentication parameters Vertica needs to access the communal storage location. This argument
is only required if your database will use a storage account name and key to authenticate with the storage container. If it is using a
managed identity, you do not need to specify this argument.



--depot- The absolute path to store the depot on the nodes in the cluster.

path

--shard- The number of shards for the database. This is an integer number that is usually either a multiple of the number of nodes in your
count cluster, or an even divisor. See Planning for Scaling Your Cluster for more information.

-s A comma-separated list of the nodes in your database.

-d The name for your database.

Some other common optional arguments for create_db are:

Argument Description

-l The absolute path to the Vertica license file to apply to the new database.

-p The password for the new database.
--depot- The maximum size for the depot. Defaults to 60% of the filesystem containing the depot path.
size

You can specify the size in two ways:

e integer % : Percentage of filesystem's disk space to allocate.
e integer {K|M|G|T} : Amount of disk space to allocate for the depot in kilobytes, megabytes, gigabytes, or terabytes.

However you specify this value, the depot size cannot be more than 80 percent of disk space of the file system where the depot is
stored.

To view all arguments for the create_db tool, run the command:

admintools -t create_db --help
The following example demonstrates creating an Eon Mode database with the following settings:

e Vertica will use a storage account named mystore.

e The communal data will be stored in a directory named verticadb located in a storage container named db_blobs .

e The authentication information Vertica needs to access the storage container is in the file named auth_params.conf in the current directory. The
contents of this file are shown in the first example under Creating an Authentication File .

e The hostnames of the nodes in the cluster are node01 through node03.

$ admintools -t create_db \
--communal-storage-location=azb://mystore/db_blobs/verticadb \
-x auth_params.conf -s node01,node02,node03 \
-d verticadb --depot-path /vertica/depot --shard-count 3 \
-p 'mypassword'’

Configuring your Vertica cluster for Eon Mode

Running Vertica in Eon Mode decouples the cluster size from the data volume and lets you configure for your compute needs independently from
your storage needs. There are a number of factors you must consider when deciding what sorts of instances to use and how large your Eon Mode
cluster will be.

Before you begin

Vertica Eon Mode works both in the cloud and on-premises. As a Vertica administrator setting up your production cluster running in Eon Mode, you
must make decisions about the virtual or physical hardware you will use to meet your needs. This topic provides guidelines and best practices for
selecting server types and cluster sizes for a Vertica database running in Eon Mode.It assumes that you have a basic understanding of the Eon Mode
architecture and concepts such as communal storage , depot, and shards . If you need to refresh your understanding, see Eon Mode architecture .

Cluster size overview



Because Eon Mode separates data storage from the computing power of your nodes, choosing a cluster size is more complex than for an Enterprise
Mode database. Usually, you choose a base number of nodes that will form one or more primary subclusters . These subclusters contain nodes that
are always running in your database. You usually use them for workloads such as data loading and executing DDL statements. You rarely alter the size
of these subclusters dynamically. As you need additional compute resources to execute queries, you add one or more subclusters (usually secondary
subclusters ) of nodes to your database.

When choosing your instances and sizing your cluster for Eon Mode, consider the working data size that your database will be dealing with. This is the
amount of data that most of your queries operate on. For example, suppose your database stores sales data. If most of the queries running on your
database analyze the last month or two of sales to create reports on sales trends, then your working data size is the amount of data you typically load
over a few months.

Choosing instances or physical hardware

Depending on the complexity of your workload and expected concurrency, choose physical or virtual hardware that has sufficient CPU and memory.
For production clusters Vertica recommends the following minimum configuration for either virtual or physical nodes in an Eon Mode database:

® 16 cores
e 128 GB RAM
e 2 TB of local storage

Note
The above specifications are just a minimum recommendation. You should consider increasing these specifications based on your workloads
and the amount of data you are processing.

You must have a minimum of 3 nodes in the an Eon Mode database cluster.
For specific recommendations of instances for cloud-based Eon Mode database, see:

® Choosing AWS Eon Mode Instance Types
® GCP Eon Mode instance recommendations

Determining local storage requirements

For both virtual and physical hardware, you must decide how much local storage your nodes need. In Eon Mode, the definitive copy of your database's
data resides in the communal storage. This storage is provided by either a cloud-based object store such as AWS S3, or by an on-premises object
store, such as a Pure Storage FlashBlade appliance.

Even though your database's data is stored in communal storage, your nodes still need some local storage. A node in an Eon Mode database uses
local storage for three purposes:

e Depot storage : To get the fastest response time for frequently executed queries, provision a depot large enough to hold your working data set
after data compression. Divide the working data size by the number of nodes you will have in your subcluster to estimate the size of the depot you
need for each node in a subcluster. See Choosing the Number of Shards and the Initial Node Count below to get an idea of how many nodes you
want in your initial database subcluster. In cases where you expect to dynamically scale your cluster up, estimate the depot size based on the
minimum number of nodes you anticipate having in the subcluster.

Also consider how much data you will load at once when sizing your depot. When loading data, Vertica defaults to writing uncommitted ROS files
into the depot before uploading the files to communal storage. If the free space in the depot is not sufficient, Vertica evicts files from the depot to
make space for new files.

Your data load fails if the amount of data you try to load in a single transaction is larger the total sizes of all the depots in the subcluster. To load
more data than there is space in the subcluster's combined depots, set UseDepotForWrites to 0. This configuration parameter tells Vertica to load
the data directly into communal storage.

e Data storage : The data storage location holds files that belong to temporary tables and temporary data from sort operators that spill to disk.
When loading data into Vertica, the sort operator may spill to disk. Depending on the size of the load, Vertica may perform the sort in multiple
merge phases. The amount of data concurrently loaded into Vertica cannot be larger than the sum of temporary storage location sizes across all
nodes divided by 2.

e Catalog storage . The catalog size depends on the number of database objects per shard and the number of shard subscriptions per node.

Vertica recommends a minimum local storage capacity of 2 TB per node, out of which 60% is reserved for the depot and the other 40% is shared
between the catalog and data location. If you determine that you need a depot larger than 1.2TB per node (which is 60% of 2TB) then add more
storage than this minimum recommendation.You can calculate the space you need using this equation:

Compressed Working Data Size
# of Nodes in Subcluster

Disk Space Per Node = x 1.67



For example, suppose you have a compressed working data size of 24TB, and you want to have a initial primary subcluster of 3 nodes. Using these
values in the equation results in 13.33TB:

24TB

I Nodes ¥ 1.67 = 13.33TE

Choosing the number of shards and the initial node count

Shards are how Vertica divides the responsibility for the data in communal storage among nodes. Each node in a subcluster subscribes to at least one
shard in communal storage. During queries, data loads, and other database tasks, each node is responsible for the data in the shards it subscribes to.
See Shards and subscriptions for more information.

The relation between shards and nodes means that when selecting the number of shards for your database, you must consider the number of nodes
you will have in your database.

You set the initial number of shards when you create your database. Should your cluster size or usage patterns change in the future, you can call
RESHARD_DATABASE to change the number of shards. For details, see Change the number of shards in the database..

The initial node count is the number of nodes you will have in your core primary subcluster. The number of shards should always be a multiple or
divisor of the node count. This ensures that the shards are evenly divided between the nodes. For example, in a six-shard database, you should have
subclusters that contain two, three, six, or a multiple of six nodes. If the number of shards is not a divisor or multiple of the node count, the shard
subscriptions are not spread evenly across the nodes. This leads to some nodes being more heavily loaded than others.

Note
In a database where the number of nodes is a multiple of the number of shards, the subcluster uses Elastic Crunch Scaling (ECS) to evenly divide
shard coverage among two or more nodes. For more information, see Using elastic crunch scaling to improve query performance .

When choosing the number of shards, consider how you might expand or contract the number of nodes in your subclusters. Certain number of
shards allow for greater flexibility. For example, if you have seven shards in your database, the shards can be equally divided only among subclusters
with a multiple of seven number of nodes. With a database containing 12 shards, the shards can be equally distributed in subclusters that have 2, 3, 4,
6, 12, or a multiple of 12 nodes.

The following table shows the recommended shard count and initial node count based on the working data size:

Cluster Type Working Data Size Number of Shards Initial Node Count
Small Upto24TB 6 3
Medium Upto48TB 12 6
Large Upto 96 TB 24 12
Extra large Upto 192 TB 48 24
Important

A 2:1 ratio for shards to nodes is a performance recommendation, rather than a hard limit. If you attempt to go higher than 3:1, MC offers a warning
to make sure you have taken all aspects of shard count into consideration.

How shard count affects scaling your cluster

The number of shards you choose for your database impacts your ability to scale your database in the future. If you have too few shards, your ability
to efficiently scale your database can be limited. If you have too many shards, your database performance can suffer. A larger number of shards
increases inter-node communication and catalog complexity.

One key factor in deciding your shard count is determining how you want to scale your database. There are two strategies you can use when adding
nodes to your database. Each of these strategies let you improve different types of database performance:

e To increase the performance of complex, long-running queries, add nodes to an existing subcluster. These additional nodes improve the overall
performance of these complex queries by splitting the load across more compute nodes. You can add more nodes to a subcluster than you have
shards in the database. In this case, nodes in the subcluster that subscribe to the same shard will split up the data in the shard when performing a
query. See Elasticity for more information.

e To increase the throughput of multiple short-term queries (often called "dashboard queries"), improve your cluster's parallelism by adding
additional subclusters . Subclusters work independently and in parallel on these shorter queries. See Subclusters for more information.



These two approaches have an impact on the number of shards you choose to start your database with. Complex analytic queries perform better on
subclusters with more nodes, which means that 6 nodes with 6 shards perform better than 3 nodes and 6 shards. Having more nodes than shards
can increase performance further, but the performance gain is not linear. For example, a subcluster containing 12 nodes in a 6-shard database is not
as efficient as a 12-node subcluster in a 12-shard database. Dashboard-type queries operating on smaller data sets may not see much difference
between a 3-node subcluster in a 6-shard database and 6-node subcluster in a 6-shard database.

In general, choose a shard count that matches your expected working data size 6-12 months in the future. For more information about scaling your
database, see Elasticity .

Use cases

Let's look at some use cases to learn how to size your Eon Mode cluster to meet your own particular requirements.

Use case 1: save compute by provisioning when needed, rather than for peak times

This use case highlights increasing query throughput in Eon Mode by scaling a cluster from 6 to 18 nodes with 3 subclusters of 6 nodes each. In this
use case, you need to support a high concurrent, short query workload on a 24 TB or less working data set. You create an initial database with 6 nodes
and 6 shards. You scale your database for concurrent throughput on demand by adding one or more subclusters during certain days of the week or
for specific date ranges when you are expecting a peak load. You can then shut down or terminate the additional subclusters when your database
experiences lower demand. With Vertica in Eon Mode, you save money by provisioning on demand, rather than provisioning for the peak times.

Use case 2: complex analytic workload requires more compute nodes

This use case showcases the idea that complex analytic workloads on large working data sets benefit from high shard count and node count. You
create an initial subcluster with 24 nodes and 24 shards. As needed, you can add an additional 24 nodes to your initial subcluster. These additional
nodes enable the subcluster to use elastic crunch scaling to reduce the time it takes to complete complex analytic queries.

Use case 3: workload isolation

This use case showcases the idea of having separate subclusters to isolate ETL and report workloads. You create an initial primary subcluster with 6
nodes and 6 shards for servicing ETL workloads. Then add another 6-node secondary subcluster for executing query workloads. To separate the two
workloads, you can configure a network load balancer or create connection load balancing policies in Vertica to direct clients to the correct subcluster
based on the type of workloads they need to execute.

Migrating an enterprise database to Eon Mode
The MIGRATE_ENTERPRISE_TO_EON function migrates an Enterprise database to Eon Mode. The migration process includes the following stages:

Check migration prerequisites
Verify compliance

Execute the migration

Check migration results
Activate the Eon database

us N =

Tip
When planning how to provision the target Eon database, consider that MIGRATE_ENTERPRISE_TO_EON creates the same number of nodes as on
the original Enterprise database , and an equal number of segmented shards. Choose the appropriate instance type accordingly.

Migration prerequisites
The following conditions must be true; otherwise, MIGRATE_ENTERPRISE_TO_EON returns with an error:

e The source Enterprise database version must be =10.0.
e All nodes in the source database must be in an UP state and of type PERMANENT or EPHEMERAL. Verify by querying the NODES system table:
=> SELECT node_name, node_type, node_state FROM nodes;
node_name | node_type | node_state

v_vmart_node0001 | PERMANENT | UP
v_vmart_node0002 | PERMANENT | UP
v_vmart_node0003 | PERMANENT | UP
(3 rows)

e The source database must be configured as an elastic cluster . By default, any database created since Vertica release 9.2.1 is configured as an
elastic cluster. To verify whether an Enterprise database is configured as an elastic cluster, query the ELASTIC_CLUSTER system table:



=> SELECT is_enabled FROM elastic_cluster;

is_enabled

If the query returns false, call the ENABLE_ELASTIC_CLUSTER function on the Enterprise database.
e The source Enterprise database must configure Eon parameters as required by the target Eon object store (see Configuration Requirements

below).

e The database must not contain projections that are unsupported by Eon.

Unsupported projections

Eon databases do not support four types of projections, as described below. If MIGRATE_ENTERPRISE_TO_EON finds any of these projection types in
the Enterprise database, it rolls back the migration and reports the offending projections or their anchor tables in the migration error log. For

example:

The following projections are inconsistent with cluster segmentation. Rebalance them with REBALANCE_CLUSTER() or REBALANCE_TABLE():
Projection(Anchor Table): public.incon1_p1_bO0(public.incon1)

Why
projection is
invalid

Inconsistent
with cluster

segmentation.

Does not
support
elastic

segmentation.

Defined with
a GROUPED
clause..

Data stored in
unbundled
storage
containers.

Notes

For example, nodes were added to the cluster, so
current distribution of projection data is
inconsistent with new cluster segmentation
requirements.

Projection was created with the NODES option, or
in a database where elastic segmentation was
disabled.

Consolidates multiple columns in a single ROS
container.

Found only in Vertica databases that were
created before storage container bundling was
introduced in version 7.2.

Configuration requirements

Resolution

Rebalance cluster or table.

The error log file lists the names of all tables with problematic projections.
You can use these names as arguments to meta-function
REBALANCE_TABLE . You can also rebalance all projections by calling
REBALANCE_CLUSTER .

Drop projection, recreate with ALL NODES.

Drop projection , recreate without GROUPED clause.

Bundle storage containers in database with meta-function
COMPACT_STORAGE .

The error log names all tables with projections that store data in unbundled
storage containers. You can use these names as arguments to meta-
function COMPACT_STORAGE .

Before migration, you must set certain configuration parameters in the source database. The specific parameters depend on the environment of the

Eon database.

Important

All parameters must be set at the database level.

S3: AWS, Pure Storage, MinlO

The following requirements apply to all supported cloud and non-cloud (on-premises) S3 environments: AWS, Pure Storage, and MinlO. One exception
applies: migration from an Enterprise Mode database on AWS.

e AWSEndpoint (Pure Storage, MinlO only)

e AWSRegion (AWS only)
e AWSAuth / IAM role




e AWSEnableHttps

Important
If migrating to on-premises communal storage with Pure Storage and MinlO, set AWSEnableHttps to be compatible with the database TLS encryption
setup: AWSEnableHttps=1 if using TLS, otherwise 0. If settings are incompatible, the migration returns with an error.

Azure

e You must use an azb:// schema URI to set the Azure Blob Storage location for communal data storage. See Azure Blob Storage object store for the
format of this URI.
e Select one of the following authentication methods to grant Vertica access to the storage location:
o Configure managed identities to grant your Azure VMs access to the storage location. This option does not require any configuration within
Vertica.
o Set the AzureStorageCredentials and AzureStorageEndpointConfig configuration parameters at the database level to have Vertica authenticate
with the storage location.

See Azure Blob Storage object store for more about the two authentication methods.

GCP

e GCSEndpoint
e GCSAuth

e GCSEnableHttp
HDFS

e The source database must be configured to access HDFS,, including (as applicable) high-availability (HA) and Kerberos authentication settings.
e Set HadoopConfDir at the database level (not required for non-HA environments).

Tip
If using Kerberos authentication, record settings for the following Kerberos configuration parameters . You will need to apply these settings to
the migrated Eon database:

e KerberosServiceName
e KerberosRealm
e KerberosKeytabFile

Important
The following restrictions apply to Kerberos authentication:

e Migration only supports Vertica authentication . User authentication through delegation tokens or proxy users is not supported.
e Migration does not support authentication of multiple Kerberos realms .

Compliance verification

Before running migration, check whether the Enterprise source database complies with all migration requirements . You do so by setting the last
Boolean argument of MIGRATE_ENTERPRISE_TO_EON to true to indicate that this is a dry run and not an actual migration:

=> SELECT migrate_enterprise_to_eon('s3://dbbucket’, '/vertica/depot', true);

If the function encounters any compliance issues, it writes these to the migration error log, migrate_enterprise_to_eon_error.log , in the database
directory.

Migration execution
MIGRATE_ENTERPRISE_TO_EON migrates an Enterprise database to an Eon Mode database. For example:

=> SELECT migrate_enterprise_to_eon('s3://dbbucket’, '/vertica/depot’, false);

If the last argument is omitted or false, the function executes the migration. MIGRATE_ENTERPRISE_TO_EON runs in the foreground, and until it
returns—either with success or an error—it blocks all operations in the same session on the source Enterprise database. If successful,
MIGRATE_ENTERPRISE_TO_EON returns with a list of nodes in the migrated database. You can then proceed to revive the migrated Eon database .

Handling interrupted migration



If migration is interrupted before the function returns—for example, the client disconnects, or a network outage occurs—the migration errors out. In
this case, call MIGRATE_ENTERPRISE_TO_EON to restart migration.

Communal storage of the target database retains data that was already copied before the error occurred. When you call
MIGRATE_ENTERPRISE_TO_EON to resume migration, the function first checks the data on communal storage and only copies unprocessed data from
the source database.

Important

When migrating to an Eon database with HDFS communal storage, migration interruptions can leave files in an incomplete state that is visible to
users. When you call MIGRATE_ENTERPRISE_TO_EON to resume migration, the function first compares source and target file sizes. If it finds
inconsistent sizes for a given file, it truncates the target cluster file and repeats the entire transfer.

Repeating migration
You can repeat migration multiple times to the same communal storage location. This can be useful for backfilling changes that occurred in the source
database during the previous migration.

The following constraints apply:

e You can migrate from only one database to the same communal storage location.
e After reviving the newly migrated Eon database , you cannot migrate again to its communal storage, unless you first drop the database and then
clean up storage.

Monitoring migration
The DATABASE_MIGRATION_STATUS system table displays the progress of a migration in real time, and also stores data from previous migrations. The
following example shows data of a migration that is in progress:

=> SELECT node_name, phase, status, bytes_to_transfer, bytes_transferred, communal_storage_location FROM database_migration_status ORDER BY
node_name, start_time;

node_name | phase | status | bytes_to_transfer | bytes_transferred | communal_storage_location
v_vmart_node0001 | Catalog Conversion | COMPLETED | 0| 0 | s3://verticadbbucket/
v_vmart_node0001 | Data Transfer = | COMPLETED | 1134 | 1134 | s3://verticadbbucket/
v_vmart_node0001 | Catalog Transfer | COMPLETED | 3765 | 3765 | s3://verticadbbucket/
v_vmart_node0002 | Catalog Conversion | COMPLETED | 0| 0 | s3://verticadbbucket/
v_vmart_node0002 | Data Transfer = | COMPLETED | 1140 | 1140 | s3://verticadbbucket/
v_vmart_node0002 | Catalog Transfer | COMPLETED | 3766 | 3766 | s3://verticadbbucket/
v_vmart_node0003 | Catalog Conversion | COMPLETED | 0| 0 | s3://verticadbbucket/
v_vmart_node0003 | Data Transfer | RUNNING | 5272616 | 183955 | s3://verticadbbucket/

Error logging
MIGRATE_ENTERPRISE_TO_EON logs migration-related warnings, errors, and hints in migrate_enterprise_to_eon_error.log in the database directory.
During execution, the function also prints messages to standard output, together with the error log's pathname.

Conversion results

Visible objects in the source database are handled as follows:

e Global catalog objects: synced to communal storage.

e Multiple segmented projections in identical buddy projection group: one projection in the group is migrated.

e Unsegmented projection replicated on only one node: distributed across all nodes.

e Number of nodes: same number of nodes, and an equal number of segmented shards. You might want to alter the number of shards to better
align with the number of nodes in your subclusters. For details, see RESHARD_DATABASE .

e USER and TEMP storage locations: migrated. Consider evaluating all migrated storage locations for their relevance in an Eon Mode database. For
details, see S3 Storage of Temporary Data .

e DATA and TEMP,DATA storage locations: not migrated. New default DATA and TEMP,DATA locations are on the same path as the depot.

e Fault groups and storage policies: not migrated.

e External procedures: not migrated.

e Catalog objects related to network settings (load balance groups, network addresses, routing rules, subnets, etc.): not migrated.

The depot location is specified in MIGRATE_ENTERPRISE_TO_EON. Default depot size is set to 80% of local file system after revive.

Eon database activation
HDFS prerequisites



If migrating to an Eon database with HDFS communal storage, create a bootstrapping file to use when you revive the new Eon database. The
bootstrapping file must be on the same node where the revive operation is launched, and readable by the user who launches the revive operation.

A bootstrapping file is required only if the new Eon database uses one or both of the following:

e High Availability (HA) NameNodes: Set HadoopConfDir to the location of the hdfs-site.xml configuration file—typically, /etc/hadoop/conf . This file
defines the hdfs.nameservices parameter and individual NameNodes, and must be distributed across all cluster nodes. For details, see Configuring
HDEFS access .

e Kerberos authentication: Set the following Kerberos configuration parameters :

o KerberosServiceName
o KerberosRealm
o KerberosKeytabFile

For example, the bootstrapping file for an Eon database with HA and Kerberos authentication must have the following settings:

HadoopConfDir = config-path
KerberosServiceName = principal-name
KerberosRealm = realm-name
KerberosKeytabFile = keytab-path

All migrations

After migration is complete and the Eon database is ready for use, perform these steps:

1. Revive the database using one of the following methods:
o From communal storage on S3 or GCP with Management Console.
o From communal storage on Azure, S3, GCP, or HDFS with admintools .
In the following example, the admintools revive_db command revives a three-node database that uses S3 communal storage:
admintools -t revive_db
-x auth_params.conf \
--communal-storage-location=s3://verticadbbucket \
-d VMart \
-s172.16.116.27,172.16.116.28,172.16.116.29 \
--force

In the next example, revive_db revives a three-node database that uses HDFS communal storage:
admintools -t revive_db

-X bootstrap_params.conf \

--communal-storage-location=webhdfs://mycluster/verticadb \

-d verticadb \

-s vnode01,vnode02,vnode03

2. Check the controlmode setting in /opt/vertica/config/admintools.conf . This setting must be compatible with the network messaging requirements of
your Eon implementation. For example, S3/AWS (Amazon Cloud) relies on unicast messaging, which is compatible with a controlmode setting of
point-to-point (pt2pt). If the source database controlmode setting was broacast and you migrate to S3/AWS communal storage, you must change
controlmode with admintools:
$ admintools -t re_ip -d dbname -T

Important
If controlmode is set incorrectly, attempts to start the migrated Eon database will fail.

3. Start the Eon Mode database.

4. Call CLEAN_COMMUNAL_STORAGE to remove unneeded data files that might be left over from the migration.

5. If migrating to S3 on-premises communal storage—Pure Storage or MinlO—set the AWSStreamingConnectionPercentage configuration parameter
to O with ALTER DATABASE...SET PARAMETER .

6. Review the depot storage location size and adjust as needed .

7. Consider re-sharding the Eon Mode database if the number of shards is not optimal. See Choosing the Number of Shards and the Initial Node
Count for more information. If needed, use RESHARD_DATABASE to change the number of shards.

Managing subclusters
Subclusters help you organize the nodes in your clusters to isolate workloads and make elastic scaling easier. See Subclusters for an overview of how
subclusters can help you.
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Creating subclusters

By default, new Eon Mode databases contain a single primary subcluster named default_subcluster. This subcluster contains all of the nodes that are
part of your database when you create it. You will often want to create subclusters to separate and manage workloads. You have three options to
create new subclusters in your database:

e Use the admintools command line to add a new subcluster from nodes in your database cluster
e Use admintools to create a duplicate of an existing subcluster
e Use the Management Console to provision and create a new subcluster

Create a subcluster using admintools

To create a new subcluster, use the admintools db_add subcluster tool:

$ admintools -t db_add_subcluster --help
Usage: db_add_subcluster [options]

Options:
-h, --help show this help message and exit
-d DB, --database=DB Name of database to be modified
-s HOSTS, --hosts=HOSTS
Comma separated list of hosts to add to the subcluster
-p DBPASSWORD, --password=DBPASSWORD
Database password in single quotes
-c SCNAME, --subcluster=SCNAME
Name of the new subcluster for the new node
--is-primary Create primary subcluster
--is-secondary Create secondary subcluster
--control-set-size=CONTROLSETSIZE
Set the number of nodes that will run spread within
the subcluster
--like=CLONESUBCLUSTER
Name of an existing subcluster from which to clone
properties for the new subcluster
--timeout=NONINTERACTIVE_TIMEOUT
set a timeout (in seconds) to wait for actions to
complete ('never') will wait forever (implicitly sets
-i)
-i, --noprompts do not stop and wait for user input(default false).
Setting this implies a timeout of 20 min.

The simplest command adds an empty subcluster. It requires the database name, password, and name for the new subcluster. This example adds a
subcluster named analytics_cluster to the database named verticadb:

$ adminTools -t db_add_subcluster -d verticadb -p 'password -c analytics_cluster
Creating new subcluster 'analytics_cluster'
Subcluster added to verticadb successfully.



By default, admintools creates the new subcluster as a secondary subcluster . You can have it create a primary subcluster instead by supplying the --

is-primary argument.

Adding nodes while creating a subcluster

You can also specify one or more hosts for admintools to add to the subcluster as new nodes. These hosts must be part of the cluster but not already
part of the database. For example, you can use hosts that you added to the cluster using the MC or admintools, or hosts that remain part of the
cluster after you dropped nodes from the database. This example creates a subcluster named analytics_cluster and uses the -s option to specify the

available hosts in the cluster:

$ adminTools -t db_add_subcluster -c analytics_cluster -d verticadb -p 'password -s 10.0.33.77,10.0.33.181,10.0.33.85

View the subscription status of all nodes in your database with the following query that joins the V_CATALOG.NODES and
V_CATALOG.NODE_SUBSCRIPTIONS system tables:

=> SELECT subcluster_name, n.node_name, shard_name, subscription_state FROM
v_catalog.nodes n LEFT JOIN v_catalog.node_subscriptions ns ON (n.node_name
= ns.node_name) ORDER BY 1,2,3;

subcluster_name | node_name | shard_name | subscription_state

analytics_cluster | v_verticadb_node0004 | replica | ACTIVE
analytics_cluster | v_verticadb_node0004 | segment0001 | ACTIVE
analytics_cluster | v_verticadb_node0004 | segment0003 | ACTIVE
analytics_cluster | v_verticadb_node0005 | replica | ACTIVE
analytics_cluster | v_verticadb_node0005 | segment0001 | ACTIVE
analytics_cluster | v_verticadb_node0005 | segment0002 | ACTIVE
analytics_cluster | v_verticadb_node0006 | replica | ACTIVE
analytics_cluster | v_verticadb_node0006 | segment0002 | ACTIVE
analytics_cluster | v_verticadb_node0006 | segment0003 | ACTIVE
default_subcluster | v_verticadb_node0001 | replica | ACTIVE
default_subcluster | v_verticadb_node0001 | segment0001 | ACTIVE
default_subcluster | v_verticadb_node0001 | segment0003 | ACTIVE
default_subcluster | v_verticadb_node0002 | replica | ACTIVE
default_subcluster | v_verticadb_node0002 | segment0001 | ACTIVE
default_subcluster | v_verticadb_node0002 | segment0002 | ACTIVE
default_subcluster | v_verticadb_node0003 | replica | ACTIVE
default_subcluster | v_verticadb_node0003 | segment0002 | ACTIVE
default_subcluster | v_verticadb_node0003 | segment0003 | ACTIVE
(18 rows)

If you do not include hosts when you create the subcluster, you must manually rebalance the shards in the subcluster when you add nodes at a later
time. For more information, see Updating Shard Subscriptions After Adding Nodes .

Subclusters and large cluster

Vertica has a feature named large cluster that helps manage broadcast messages as the database cluster grows. It has several impacts on adding new
subclusters:

e |f you create a new subcluster with 16 or more nodes, Vertica automatically enables the large cluster feature. It sets the number of control nodes
to the square root of the number of nodes in your subcluster. See Planning a large cluster .
® You can set the number of control nodes in a subcluster by using the --control-set-size option in the admintools command line.

e |f your database cluster has 120 control nodes, Vertica returns an error if you try to add a new subcluster. Every subcluster must have at least one
control node. Your database cannot have more than 120 control nodes. When your database reaches this limit, you must reduce the number of
control nodes in other subclusters before you can add a new subcluster. See Changing the number of control nodes and realigning for more
information.

e |f you attempt to create a subcluster with a number of control nodes that would exceed the 120 control node limit, Vertica warns you and creates
the subcluster with fewer control nodes. It adds as many control nodes as it can to the subcluster, which is 120 minus the current count of control
nodes in the cluster. For example, suppose you create a 16-node subcluster in a database cluster that already has 118 control nodes. In this case,
Vertica warns you and creates your subcluster with just 2 control nodes rather than the default 4.

See Large cluster for more information about the large cluster feature.

Duplicating a subcluster



Subclusters have many settings you can tune to get them to work just the way you want. After you have tuned a subcluster, you may want additional
subclusters that are configured the same way. For example, suppose you have a subcluster that you have tuned to perform analytics workloads. To
improve query throughput, you can create several more subclusters configured exactly like it. Instead of creating the new subclusters and then
manually configuring them from scratch, you can duplicate the existing subcluster (called the source subcluster) to a new subcluster (the target
subcluster).

When you create a new subcluster based on another subcluster, Vertica copies most of the source subcluster's settings. See below for a list of the
settings that Vertica copies. These settings are both on the node level and the subcluster level.

Note
After you duplicate a subcluster, the target is not connected to the source in any way. Any changes you make to the source subcluster's settings
after duplication are not copied to the target. The subclusters are completely independent after duplication.

Requirements for the target subcluster

You must have a set of hosts in your database cluster that you will use as the target of the subcluster duplication. Vertica forms these hosts into a
target subcluster that receives most of the settings of the source subcluster. The hosts for the target subcluster must meet the following
requirements:

e They must be part of your database cluster but not part of your database. For example, you can use hosts you have dropped from a subcluster or
whose subcluster you have removed. Vertica returns an error if you attempt to duplicate a subcluster onto one or more nodes that are currently
participating in the database.

Tip
If you want to duplicate the settings of a subcluster to another subcluster, remove the target subcluster (see Removing subclusters ). Then
duplicate the source subcluster onto the hosts of the now-removed target subcluster.

e The number of nodes you supply for the target subcluster must equal the number of nodes in the source subcluster. When duplicating the
subcluster, Vertica performs a 1:1 copy of some node-level settings from each node in the source subcluster to a corresponding node in the
target.

e The RAM and disk allocation for the hosts in the target subcluster should be at least the same as the source nodes. Technically, your target nodes
can have less RAM or disk space than the source nodes. However, you will usually see performance issues in the new subcluster because the
settings of the original subcluster will not be tuned for the resources of the target subcluster.

You can duplicate a subcluster even if some of the nodes in the source subcluster or hosts in the target are down. If nodes in the target are down,
they use the catalog Vertica copied from the source node when they recover.

Duplication of subcluster-level settings

The following table lists the subcluster-level settings that Vertica copies from the source subcluster to the target.

Setting Setting Details
Type

Basic Whether the subcluster is a primary or secondary subcluster .
subcluster
settings

Large The number of control nodes in the subcluster.
cluster
settings



Resource Vertica creates a new resource pool for every subcluster-specific resource pool in the source subcluster.

pool

settings Note
Duplicating a subcluster can fail due to subcluster-specific resource pools. If creating the subcluster-specific resource pools leave
less than 25% of the total memory free for the general pool, Vertica stops the duplication and reports an error.

Subcluster-specific resource pool cascade settings are copied from the source subcluster and are applied to the newly-created
resource pool for the target subcluster.

Subcluster-level overrides on global resource pools settings such as MEMORYSIZE. See Managing workload resources in an Eon
Mode database for more information.

Grants on resource pools are copied from the source subcluster.

Connection If the source subcluster is part of a subcluster-based load balancing group (you created the load balancing group using CREATE

load LOAD BALANCE GROUP...WITH SUBCLUSTER) the new subcluster is added to the group. See Creating Connection Load Balance
balancing Groups.
settings

Important

Vertica adds the new subcluster to the subcluster-based load balancing group. However, it does not create network addresses
for the nodes in the target subcluster. Load balancing policies cannot direct connections to the new subcluster until you create
network addresses for the nodes in the target subcluster. See Creating network addresses for the steps you must take.

Storage Table and table partition pinning policies are copied from the source to the target subcluster. See Pinning Depot Objects for more
policy information. Any existing storage policies on the target subcluster are dropped before the policies are copied from the source.
settings

Vertica does not copy the following subcluster settings:

Setting Setting Details

Type

Basic e Subcluster name (you must provide a new name for the target subcluster).

subcluster e [f the source is the default subcluster, the setting is not copied to the target. Your Vertica database has a single default
settings subcluster. If Vertica copied this value, the source subcluster could no longer be the default.

Connection  Address-based load balancing groups are not duplicated for the target subcluster.

load
balancing For example, suppose you created a load balancing group for the source subcluster by adding the network addresses of all
settings subcluster's nodes . In this case, Vertica does not create a load balancing group for the target subcluster because it does not

duplicate the network addresses of the source nodes (see the next section). Because it does not copy the addresses, it cannot not
create an address-based group.

Duplication of node-level settings

When Vertica duplicates a subcluster, it maps each node in the source subcluster to a node in the destination subcluster. Then it copies relevant node-
level settings from each individual source node to the corresponding target node.

For example, suppose you have a three-node subcluster consisting of nodes named 